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CHAPTER T
INTRODUCTION AND PREVIOUS RESEARCH

Introduction

The usefulness of financial reports has been the subject of
several studies in recent years. Two factors contributed to the
increased interest in this area: The developrent of the'&apital
asset pricing"theory and the growing recognition by the accounting
profession that "usefulness" is an important criterion for evaluating
financial reports and accounting procedures,

On the one hand, the development of capital asset pricing theory
(Sharpe (1969), Cootner (1967), Fama (1965), Lintner (1965), King
(1966) and Cohen and Pogue (1967)) has provided new criteria by which
usefulness can be assessed. On the other hand, the recognition
of "usefulness'" as an important test of the financial reporting
system is explicit in Statement No. 4 of the APB:'Accounting is a
service activity. Its function 1is to provide information ....
intended to be useful in making economic decisions" (AICPA (1970),
ch., 3§78); or in particular, "to provide financial information that
assists in estimating the earnings potential of the enterprise"
(ibid., $79).

Dealing with the issue of usefulness, a number of studies have
first sought to evaluate the informational (i.e., predictive) content
of annual reports and specifically that of annual earnings. Among
the major contributions are those of Beaver (1968) and of Ball and
Brown (1968). More recently, however, attention has focused on
the informational content of quarterly reports. Several theoretical

considerations provide a strong presumption that in their present

form quarterly reports cannot be a useful tool in the hands of



investors:

First, the quarterly reports are "inaccurate" in the sense that
they deal arbitrarily with major measurement problems. Besides the
familiar difficultigs which must exist in reports covering a period
shorter than the life of the enterprise, there are problems of
measuring income for a period as short as a quarter. For reporting
purposes the fiscal quarter may be conceived in two different ways., One, as
a discrete accounting period the income of which is to be determined,
insofar as possible, independently of the income of other discrete
accounting periods; and second, as a preliminary and partial approxi-
mation of the income attributable to the current year. Adoption
of each of these points of view leads to different measurement
principles with regard to revenue determination and inter-period
cost-allocation (for a review of these problems see for
example Blough (1953), Shillinglaw (1961) and Taylor (1965) . Although
some guidelines have been recently provided By the AICPA (APB 28,
1973), the theoretical issue and some of its practical aspects remain
unresolved,

Second, unlike the annual reports, the quarterly reports are
unaudited. As a result they are more likely to be subjected to
income mani;hiations.by management,

Third, the seasonality factpr requires a great deai of
sophistication in the analysis and interpretation of the quarterly
reports of firms which experience seasonal fluctuations. Supposedly,
ﬁany investors lack this sophistication and might thus misinterpret

quarterly results.



Literature Survey

Assessing the effect of the information contained in the
quarterly reports on investment decisions and comparing the informa-
tional content of these reports with the content conveyed by the
annual reports, have been the subject of several studies.

Two different empirical approaches have been used in these studies.
The first approach attempts to assess the usefulness of quarterly
reports by determining whether they improve earnings forecasts. The
idea behind this approach is that expected earnings are a dominant
factor in the determination of stock prices and that better earnings
forecasts result in more effective decisions. This approach was
adopted by Green and Segall (1967), Brown and Niederhoffer (1968)

Coates (1971) and Barnea

t al. (1972A). Green and Segall studied
the improvement cont:ibuted by the first quarterly reporé in fore-
casting annual EPS, In order to assess this contribution, annual
EPS forecasts were made based on two data series: Psast annual EPS
and past quarterly EPS. Two groups of prediction models, each
consisting of three models, were specified: One group was applied
to annual data and one to quarterly data. The prediction models
were basically naive in the sense that the forecasts produced by
them were simple extrapolations of past observations. A

random sample of forty-seven companies was drawn

from the N,Y.S.E. listing, The above prediction models

to forecast 1964's EPS, based on the data for the period 1959-1963.

Thus, six forecasts were made for each company: three based on



quarterly data and quarterly prediction models and three based on
annual data and annual prediction models. Two forecast error
measurements were used to evaluate the forecasts' performance:

The difference between actual and.forecasted EPS and the relative
error (the abo&e difference, in absolute terﬁs, divided by the
actual EPS), The forecast errors of each model and of each group
of models were summarized over a cross-section of the companies,
Comparisons between the performance of the two groups were made in
order to evaluate the contribution of quarterly information to the
improvement of annual EPS forecasts. Using the same approach,
Brown and Niederhoffer (1967) conducted a more comprehensive study:
The contribution of each of the first three quarters to the annual
forecast was investigated; 519 companies érawn from the Standard
and Poor's Compustat tapes were included; annual data for the years
1947-1965 and quarferly data for the years 1962-1965 were retrieved.
Eight quarterly and four annual prediction médels were used to
predict the EPS for the years 1963, 1964 and 1965. The contribution
of each of the first three quarters to the accuracy of the annual
forecast was measured and analyzed.

Coates (1972) used a times~series analysis in which a predictiomn
model was assigned to each firm, based on its unique earnings gen-
erating process. This model was then applied to past data of the
firm to produce annual EPS forecasts, Ttkree sets of models were
employed. One set corresponds to a true random walk (with or

without drift) in earnings. Another set of models was also derived



by assuming that the earnings of any quarter are best described by
a random walk but that such earnings are uncorrelated with the
earnings in the other thrée quarters, The third set of models
was based upon the assumption that the earnings in any quarter are
the best‘estimafe of the earnings in the other three quarters pro-
vided that adjustments are made for the different level of earnings
in each quarter., The last two sets were applicable, obviously, only
to quarterly data. The data was derived from the reports of twenty-
seven firms listed in the N,Y.S.E. for the period 1945-1966. The
contribution of each quarter to the accuracy of the annual EPS
forecast was assessed for each firm separately, using two error
measurements -- the means absolute error and the root mean squared
error. Barnea et al. (1972A) too conducted a time series rather than
a cross-section analysis. Forecasts based on several naive models
were made and analyzed for twenty-five firmslfor the years 1967, 1968,
1969 and 1970. Unlike Coates' study, an atfempt was made here to
aggregate the results over a cross-section of the firms, In addition,
Barnea et al. introduced, for the first time, the notion of the
marginal predictive content of interim -reports by comparing forecasts
made on the basis of quarterly reports to forecasts made on the basis
of past annual reports and'other publicly available information,
namely macro-economic data,

The second approach evaluates the usefulness of quarterly reports
by determining their effect on investment decisions as reflected in

stock price changes. Here, the information revealed by a quarterly



report is defined as "useful" if it causes investors to revise their
earnings expectations, namely it is associated closely with a
significant price-change. In other words, according to the second
approach, a timely and significant stock price movement in the "right"
direction, is necessary and sufficient évidence'df "usefulness",
Based on this approach two testing methodologies have been devel-
oped. According to the firet methodology which was used by Brown and
Kennelly (1972) (who adopted it from Ball and Brown (1968), an earn-
ings expectation model was constructed on the basis of which "un-
expected" changes in earnings were defined. Two classes of
earnings expectation models were used: One class consists of a

regression of the type:

_ A A M A
Aljt = alj + a?_J- lt + ujt

M
where Tjt is the EPS (or net income) of the firm j for period t and I

is the average EPS {or net income) of all firms (other than firm j)

in the market, This model makes use of the fact that historically
earnings of firms have tended to move together (for empirical evidence
see for example Brown and Ball (1968)). Accordingly, the expected

income change for time j in period t, given the market average, is

E{Alj;s= ajq + a2jalr;

and the unexpected income change (or the forecast error) is Ujee The
other class of forecasts consists of two naive models: Under one
model, this period's EPS will be the same as last period's. Under

the other naive model this period's EPS will be equal to last period's,



plus the average change over the available history of the data. These
two classes of models (regression and naive) were applied to annual
data to produce annual earnings forecasts and to quarterly data to
produce quarterly forecasts.1 Unexpected changes in income were
measured. A financial report was said to contain "good news" if
actual reported earnings exceeded expectations (the forecast) or

"bad news" if actual reported earnings fell short of those expected.
Assuming the validity of the "market model" (Sharpe (1967)) "unexplained"
changes in price were calculated, The relationship between the rate
of return or the individual stock j, Rj , and the market rate of return,
RM » was given as

A A M
ij = blj 4+ sz&n + £jm

where m denotes the month and jm measures the extent to which the
realized return differs from the expected return conditioﬁal'upon the
estimated regression parameters (blj , sz) and the market rate of
return, Rg. Thus, it was argued that since the market had been found
to adjust quickly and efficiently to new information, the residual
must fepresent the impact of new information unique to the firm, on
the return from holding its stock. Useful  information

is contained in the financial reports if,when actual income differs
from expected income, the market reacts in the same direction. In
other words, a positive correlation between “unexplained" changes

in the rate of return and "unexpected" changes in earnings would
provide evidence that investors do revise their earnings expecta-

tions, To further test the usefulness of quarterly reports, Brown

1 The time-series of quarterly data used by Rrown and Xennelly
in forecasting the earnings of the nth auarter (n= 1,2,3,4) of Year T,
consisted of the nth quarters of years T-1, T-2, ..., 1.




and Kennelly measured the gain to the investor (in terms of return in
excess of the market's) from a foreknowledge of the sign of the
difference between forecast and actual earnings twelve months in advance
of the announcement date, This gain was compared to the potential
gain from a foreknowledge of the signs of forecast errors for the
three quarterly earnings numbers. Such foreknowledge permits a
switching of positions ("buy", "hold') etc.) in each stock, at the
beginning of each quarter. Brown and Kennelly's hypothesis was
essentially that if the quarterly numbers have information content,
then strategies exploiting foreknowledge of that content would do
better than strategies exploiting foreknowledge of the content of the
annuat numbers onty.

A second methodology involves an investigation of stock price
(volume) behavior around the announcement date and the testing of
. the hypothesis that price (volume) fluctations of the individual

1ndividual séo;k. on the announcement data -- adjusted

for fluctuations of the market -- does not differ significantly
from-its price (volume) fluctuations on the preceding and following
trading days. Under the assumptions of efficient capital markets, re-
Jection of such a hypothesis would mean that reports do have an
informational content which behooves -- investors to revise their
expectations, Such testing procedures were employed by May (1971),
Barnea et al. (1972B) and by Kiger (1972). May addressed himself
to two empirical questions: 1. Do quarterly earnings announcements
have a significant effect on investor decisions as reflected in

-,

market price changes? And 2. Do investors' response to quarterly



and annual announcements reflect perception of the lesser quality

of measurement widely attributed to quarterly reports? The period
selected by him extended from July 1964 through June 1968.

A sample of 105 firms was selected from the A.S.E. listing. The
standard comparison used in the study to gauge the significance

of response to quarterly earnings (and to answer the first research question
was the average price response for all weeks of the year excluding

weeks of earnings announcements., The price response in each case

was defined as the residual response net estimated effects of
market-wide influences. Both parametric (the t test) and non-parametric
tests were employed to answer the above mentioned questioms.

Barnea et al (1972B) used a similar methodology to assess the
effect of quarterly reports announcements‘on the investors' reaction,
The period covered in that study was January 1, 1968 to Septgmber
30, '1969. Stocks were selected at random from those listed on the
N.Y.S.E. This data yielded 286 observations . the first quarter's
reports, 264 observations on the second quarter's reports and 161
observations on the third quarter's. Daily rather than weekly data
were used, A comparison was made of a stock's residugl price change
adjusted for market effects on the day of the quarterly
announcement to its residual price change for each trading day in
the six weeks before and the six weeks after the announcement date.
For each stock the days were ranked by the absolute value of the
residual price change and the announcement date was tested for
significance using a nonparametric test on the distribution of ranks.

A slightly different approach was developed by Kiger (1972) who
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investigated the market reaction to the issuance of published interim
statements in terms of both price and volume. The market response
to the release of the gquarterly reports in the years 1968 and 1969
was observed and analyzed.

The results of the above studies support, in general, the hypo-
thesis that quarterly financial reports do have information content
which is useful to investors. The only exceptions were Green and
Segall's studies (1967, 1966) which failed to find a significant
improvement in annual earnings forecasts based on first quarter
reports. Green and Segall admit ted,nevertheless, that their findings
were inconclusive.2

Within the framework of the same approach (aséssing the improve-
ment in forecasts accuracy) Brown and Niederhoffer (1968) conclude
that "the interim predicatiors as a group generally were superior
to the annuals as a group." Another conclusion is that interim
predictors tend to improve their performance relatively to annual
predictors as the end of the financial year approaches. The
greatest improvement in the forecast of annual EPS 1is contributed
by the last quarter, This finding is consistent with the observa-
fion that most of the unusual accounting adjustments are made in the
final quarter, when the annual reports are being prepared. Coates
(1972) and Barnea .et al. (1972B), using time series analysis arrived,
essentially, at similar conclusions. Coates concludes that succes=-
sive quarterly reports make it possible to forecast with increasing

accuracy the forthcoming annual report. Even the first quarter's

2See the concluding paragraph to their 1966 paper.
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reports are decidedly useful in predicting the annual

report. Other important results of Coates' study are
the unequivocal demonstration of the existence among
firms of different earning generating functions (in the study seven

different models were used to describe the earnings pattern of
twenty-seven companies in the sample) and the fact that fifteen out

of the twenty-scven companies had seasonal earnings. Barnea et al.
find that the results concerning the increase in predictive ability
due to the first announcements are mixed. The results for the
second and third quarters, however, show a more substantial error
reduction due to the quarterly announcement,

Taking the alternative approach (observing market reactions to

announcements), May (1971), Barneé et al. (1972A) Kiger (1972) and
Brown and Kennelly (1972) received results which generally concur
with the above conclusions.

With the exception of a particular quarter's announcements of
each of two subgroups of firms, May's findings are that "the
magnitude of price-change response in the weeks of announcements was
signficicantly greater than the average for other weeks." This is
true for all three quarters, Moreoveg the relative price-change
response to quarterly announcements is not significantly weaker than
its response to annual announcements.

The results of Barnea et al. show that there is a significant
announcement effect on the markeé prices for the second and third

quarter reports. No such strong effect is detected for the first

quarter.
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Kiger produces evidence indicating that, in general, the average
(adjusted for market fluctuations) of both the trading volume and
the price change was greater during the period in which the quarterly
announcement of earnings was made than during a control period (in
which no new information about the company was iutroduced in the
market). Brown and Kennelly conclude that the information contained
in quarterly reports is useful in that if actual income differs
from expected income, the market typically has reacted in the same
direction. Another major conclusion is that disaggregation of
annual EPS into its quarterly components improvgé the informational
value of the EPS series by at least 30 to 40 percent by enabling the
investor to take advantage of abnormal returns by adopting alternate
investment strategies through the year. .This reéult suggests that
currently prepared reports are useful independent of any anqual pre-
diction difficulty.

Each of the two approaches described above has its own theoretical
weaknesses, Generally speaking, the weaknesses stem from the
restrictive nature of the assumptions underlying these. approaches.

The first approach tries to measure the improvement in forecast of .
annual earnings by using information obtained from quarterly figures.
The informational content of the report is limited to one, although
»imporant, aspect -~ predictive ability with respect to annual earnings.
Other possible uses of the reports, such as the evaluation of risk or
the estimation of the firm's earnings co-variability with earnings

of other firms, are ignored.
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Another limitation of the first approach is inherent in the need to
specify a market expectation model. The studies conducted so far

have employed semi-naive expectation models which might understate

the market's ability to forecast, thus introducing an unknown upward

bias :in the estimated contribution of quarterly reports.

Finally, a serious problem might be associated with the common
use of a quadratic loss function, Notwithstanding an important
theoretical advantage (investors are assumed to be risk averse) the
function arbitrarily assumes indifference of investors to the
sign of the error and ig also sensitive to the magnitude of the variable
measured,

The second approach reads market reactions to the financial re-
ports. According to one methodology, the message delivered by a
financial report can be considered as either '"good news" or "bad
news', depending upon the relation between expected and actual
earnings. Here again, the need to specify an earnings expectation
mode% and a loss function is clearly a drawback. Furthermore, it
seems that the results obtained using this methodology would be high-
ly sensitive to the forecast model and loss function chosen, since
the critical classification of financial information into "good news"
and "bad news" depend directly on the specific earnings forecast model
employed. Finally, it should be noted that the weight of any

results produced by this approach depends on the validity of the

market efficiency assumption.
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Under the alternative methodology (of the second

approach) price changes are observed and

ranked on and shortly after the announcement date. The results are
then subjected, in most cases, to non-parametric rank tests. A
serious theoretical drawback of this procedure is that it involves
"averaging'" of the ranks received by each trading déy over a number
of announceménts, and over a cross-section of companies. This
treatment tends to subdue any significant results that might emerge
in individual announcements, as long as they have no significant
bearing on the average. Another potential pitfall in the statistical
tests is in the occasional use of a variance which is based on
theoretical distribution rather than on the sample distribution,
Finally, a general comment on the second approach is in order.
According to this approach, any announcement which is not associated
with price revisions has no informational content which is relevant

' however,

to the decision maker. The definition of "relevance!'
should be of an a priori nature: an informatibn is relevant

as long as it may affect decisions (for a further discussion see
Feltham (1968)). The last reservations have more to do with the
test design than with the wvalidity of the conclusiors, since in most

of the tests conducted on the basis of this approach, the hypothesis

that the announcement has no effect on price behavior was rejected

anyway.
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Purpose of the Research

The prime objective of the research is to measure and analyze
the instrumental contribution made by each of the quarterly reports
to the accuracy of annual earnings forecasts, The study employs the
series approach (used also by Coates) under which the prediction models,
rather than being applied indiscriminately to all firms are selected
individually for each firm on the basis of its observed earnings gener-
ating function, Adoption of the time-series approach avoids the
implicit averaging process which tends to subdue the superior performance
potentially inherent in quarterly prediction models. The present study
seeks to improve upon the methodology and design of Coates' study and
to some extent upon that of Barnea et al. (1972B) on four counts:

First, the study adds a measure of .the marginal information
content of quarterly accounting numbers, i.e., the improvement that
can be attributed exclusively to such numbers. This point needs
perﬁaps an explanation.

At the time immediately preceeding the quarterly announcement,
various sources of information are available to investors besides
the ﬁast annual reports. Investors are provided with information about
such macroeconomic variables as the GNP, total corporate earnings,
total sales by industry, etc., as well as about individual firms
(e.g., through annual forecasts prepared by financial analysts).
Part of this information is normally incorporated into the market
forecasts of annual earnings.

In order to measure the marginal information content of quarterly
reports, the forecast made on the basis of quarterly data should be

compared to the best alternative, i.e. to the forecast which integrates
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all other sources of informatipn -- past annual reports, macro-
economic data, industry trends, etc. Comparison with forecasts
made on the basis of past annual reports alone would tend to
overstate the contribution of quarterly announcements to the
predictién of annual earnings. |

The studies which tried to infer from measured price (or rate
of return) changes attributed to quarterly reports on the informa-
tion content of such reports (referred to earlier as the "second
approach'"), were consistent with the notion of marginal information
content, Based on their assumptions (in particular the assumption
of market efficiency), changes in the price of an individual stock
(corrected for market effects), can be attributed to new bits of
information unique to the individual firm, plus random factors.
Isolating a certain bit of information makes it possible to measure
its effects on price changes and hence its marginal information
content.

The findings of’studies which used the above approach are not
comparable with the results of Green and Segall (1967, 1966), Brown
and Niederhoffer (1968) and others who employed the alternative
approach (referred to earlier as the "first approach'). Those
studies measured the improvement of earnings forecasts introduced by
quarterly reports, by comparing them to forecasts based merely on
past annual reports. As explained above, this comparison constitutes
an inappropriate measurement of the marginal contribution of quarterly
reports to the forecast of annual earnings, In this respect, the

results of this study should serve as a link between the results
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Derived unde; the two approaches. Investigation of the "marginal
contribution of quarterly reports, in the above sense,'was conducted
only by Barnea et al. (1972A) and on a limited scale (four years,
twenty four companies and one type of adjustment to macro-economic
data). .
Second, several methodological limitations present in other
studies are explicitly dealt with and partially removed. For ex-
ample, the study allows for instability in the earnings generating
function; it selects the models and estimates their parameters
independently of the predicted period; it assigns different weights
.to past observationsv— depending on their proximity to current pre-
dictions; and it determines the best quarterly models independently
of the best annual models,

Third, based on the time-series study a cross section analysis
of the results is added and their statistical significance is tested.
Further analysis is conducted on a portfolio or market index repre-
senting a weighted average of the entire sample. These and other
methodological characteristics of the model-building phase are
discussed in detail in Chapter II.

Finally, compared with previous works, the present study is
more general and comprehensive in its basic features: The sample
size, the length of period studied, the number of models examined
and the variety of tests applied.

An ancillary objective of the research is to explore some of

the time-series properties of quarterly numbers, Investigating

statistical properties such as seasonality in sales and earnings and
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the co-movement over time of different quarterly variables might

be valuable for the selection of predictors and for the building
of effective predictor models. The statistical investigation
extends also to other areas, not directly related to the model-
testing of the research namely the in;erdependence between results
of different quarters and the commonality in the quarterly numbers
of a firm, its industry and the market. Given the scope of the
study the investigation into these areas is of a preliminary nature
and could serve as a guideline for further research.

The experimental design of the prediction model tests is
outlined in the next chapter. The sample and the data are described
in Chapter III, Chapter III presents tests and results of the time-
series properties of quarterly numbers. bhapter IV describes and
analyzes the findings concerning the predictive ability of quarterly
accounting numbers, Finally summary of the results is presented

and suggestions for further research are made in Chapter VT,



CHAPTER IT

EXPERIMENTAL DESIGN

Methodology - General

The main purpose of the study is to assess the information
content of quarterly reports where the information content is
defined as the contribution of the quarterly reports to the
prediction of annual earnings. As noted before, although work-
able, this definition is restrictive; the information content
measured according to this definition is at best a lower limit to
the true informational value of quarterly reports., The contri-
bution is measured as the incremental improvement in annual earn-
ings forecasts achieved by adding quarterly reports to other
publicly available information used for these forecasts. Such
information would come from past annual reports and various
macro~economic data. The tests designed to determine the
improvement in earnings forecast involve first a time series
analysis conducted separately for each company in the sample;

‘the results are then used as an input in cross-sectional analyses
that led to conclusions about the entire sample, about certain
industries and about other “homogeneous'" groups of companies.

The initial steps in the research design can be formulated

in the following way:

18
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3

Let Xjk be the vector of the values of predictor j for firm k,
observed over time. Tﬁe predictor, which is a variable or a éo;bin-
ation of several variables, is supposed to have a predictive power
with regard to Ag the annual earnings (or earnings per share)1 of
firm K. A prediction model PM; transforms Xjk into a vector of

annual earnings forecasts, Aijk for the corresponding period.
A
PMy {xjk} = Agr

A loss function, L, is specified so that
Loss = 1, (K A) =1L (?M. {X 1 ]
iaj,k’ k 1 jk ’ Ak *

The optimal prediction model, PM* , for a given predictor

j =1, for a given firm k = ko » 1s the one which minimizes L
Min Loss = L [PM* {kjo,ko} ,‘AKO].

It follows that before any experiment can be conducted Xj , PMi
and'L have to be defined and chosen. The discussion below touches
upon considerations that should guide such a choice, It is

followed by a description of the choice made here.

Accounting Variables

The quarterly accounting nﬁmbers, whose forecasting power is

being explored, constitute the first set of predictors, The

lynless specified otherwise, earnings and earnings-per-share will
be used interchangably,
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second set of predictors is the annual accounting data which appear
to be a natural predictor of future annual earnings and are pre-
sumably incorporated by the market in its earnings forecasts.

The subject of the various prediction models is the primary
annual earnings per share (adjusted for stock spiits and dividends)
before extra-ordinary items. This is considered the single most
important accounting measure used by investors to assess the profit-
ability of a company. It was the predictability of this variable
that was used in recent studies as a measure for the information
content of quarterly reports (e.g. Brown and Kennelly (1972), Green
and Seagall (1967), Brown and Niederhoffer (1968)). Such commonly
used measures as the fully diluted EPS and the EPS after extra-
ordinary items, were avoided for the follswing reasons: (a) they
seem to be of secondary importance; (b) they introduce eleqents
which are difficult, if not impossible, to predict (the dilution
effect and the extra-ordinary items); and (¢) their quarterly
counterparts -- their most natural predictors -- Q}e not available
for many companies and periods.

The following "accounting" variables are selected as predictors
(their full definitions appear in Appendix A).

1. Primary EPS before extra-~ordinary items, adjusted for stock
splits and stock dividends, (EPSAD). In some instances, especially
in the earlier periods, the extra-ordinary items were not presented
separately, Efforts were made in each case to separate the effect
of those items by using information provided by the notes to the

financial statements. These effects were not always fruitful,
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however, This was particularly true for the quarterly earnings
seriles, Some companies for which the effect of the extra-
ordinary items was considered material yet not separable, were
dropped from the sample.

EPS as a time-series is probably more meaningful if it is
adjusted for stock splits and stock dividends. It should be
noted, however, that adjusted EPS is still affected by changes
in the capital structure and by increases in capitalization.
Mergers and new issues could therefore result in a shift in the
earnings trend of the original company. This effect would tend
to obscure time-series patterns, and possibly the commonality in
earnings of individual companies (see Brown and Ball (1967), pp. 58-61.
thus impairing the performance of any naive prediction model.

A preliminary investigation (see Chapter III) shows, however, that
the correlation coefficient between EPSAD and Net Income is very
high, so that the effect of the above distortion should be small,
Tn order to minimize the 'moise'" produced by changes in capital
composition and size, the following deflated form is also used.

2., Net Income to Total Assets. The major weakness of this
measure 1is that assets - its denominator - are recorded at their
historical cost; this would produce a distorted measure of size,
especlally in periods of a significant change in total assets.
One point of strength of the measure relative to the EPS is its

insensitivity to mergers involving changes in leverage.
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3. Sales. Sales are sometimes considered to be more responsive
to "real" economic factors, less dependent on accounting procedures
and subjected less to management manipulations (especially in
quarterly reports) than earnings. Because of these properties the
measure is commonly viewed as a reliable "barometer" of business
conditions, as well as a good predictor of future results of the
firm's operations. Indeed, the predictive power of sales was
suggested by Reilly et al, (1972) and tested by Barnea et al.
(1972A), who found it to be at par with the predictive power of
quarterly earnings figure, |

Two other promising predictors - Net Income before tax and
Income from Onerations-are not used becaus their data are missing
in many cases. However, the desired préperty of the latter-

the relative freedom of accounting adjustments and manipulations

is shared by Sales.

Macro Economic Variables

There is substantial evidence that earnings of the
individual company are corrglated with those of its industry
as well as with the aggregate ‘economic activity (see for example
Brown and Ball (1967), and Gonedes (1972)). The following
seasonally adjusted macro-economic variables are used as predictors:
(1) GNP in constant dollars (base = 1953); (2) Corporate Profits
after tax ; (3) Tndustrial Production and (4) Manufacturing Sales.

These series are available for the entire survey period.
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Micro Economic Variables

Micro-economic data other than those obtainable from the
financial statements are transmitted to investors through
different channels and in many forms: management forecasts,
expansion programs, production plans, labor-management events;
personnel changes, etc, If this information is available to
the market independently of the financial reports, it is probably
used by investors in their forecasts. The present study, however
does not consider the possible effects of the microeconomic data
on the performance of annual earnings forecasts for the following
reasons:

First, non~accounting micro-economic information on a firm
is available, by definition, mainly to its "insiders" while the
purpose of this study is to find the informational content of
quarterly reports to '"regular" investors - the firm's "outsiders".

Second, unlike the accounting data, micro-economic information
on the firm is sporadic, non-systematic and quite often unquanti-
fiable; therefore, even if such information were publicly available
it would be difficult to meaningfully incorporate it into forecast=
ing models.

Third, some of the macro-information cannot be directly associated
with future earnings. There is no established theory to straight-
forwardly relate data on R & D expenditures, new designs in

production or price changes to future earnings.
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Finally, from a methodological viewpoint, the direction of
the effect of omitting micro-economic variables from the analysis
is known: 1t might caus an upward bias in the estimated
informational content of quarterly reports. Consequently, the
exclusion of these varidbles from the predictors' list would
affect the ;onclusions of this study only if quarterly reports
are found to have a positive marginal information content. Tt
should be noted, however, that in any event, the above bias is
not expected to be large. Previous research (Elton and Gruber
(1972)) shows that financial analysts forecasts, presumably con-

taining micro-economic information, are not superior to naive

forecasts.

Experimental Design

The prediction models fall into four groups, depending on the
input used. Four alternative input sets are employe& (the time
reference relates to the data of forecast):

A: Past annual accounting data
MA: Past annual accounting data plus recent macro-economic data

MQ: Past quarterly accounting data plus recent quarterly
macro-economic data

All available quarterly accounting data

?

The following comparisons are of special interest:
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Comparison Marginal Information
0-A All information in quarterly reports
Q - MA All information in quarterly reports

not captured by macro news

Q - MQ All information in most recent quarterly
reports, not captured by macro news or
by past quarterly reports,

The comparison Q - A yields the gross improvement in forecasts
accuracy, resulting from the use of quarterly in addition to annual
accounting data. The comparison Q - MA measures the improvement
in forecast accuracy, if any, attributed to the existence of quarterly
accounting data.

The comparison Q - MQ when made for each quarter yields the
marginal improvement attributable to the.accounting information
of the last quarter.

Each of the above sets produces a new prediction of annual
earnings every time new information becomes available. This
means that the first set, A, produces one prediction a year while sets
MA, MQ and Q produce three predictions a year, one after each of
the first three quarters,

It should be noted that the quarterly macrceeconomic data
are nublished a few weeks or even few months after the quarterly
reports become available to the public, Listed below‘are the
release dates of the four macro-economic variables selected for

the study:
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The variable Frequency  Time lag of publication
GNP ' Quarterly one month
Corporate Profits Quarterly three months
after Tax
Industrial Production Monthly one month
Manufactyring Sales Monthly one month

An examination of the above time-lags shows th;t time-wise
macro~economic data are not substitutable for accounting reports.
In other words, the most recent quarterly macro data available
at the time of the quarterly accounting announcement (about two
weeks after the end of the quarter) refer to the period ending
a month (or three months) earlier, Nonetheless, sets MA and
MQ employ, in each case, the values of the macrovariables for
the most recent quarter , not yet available to the general public.
The reason is that the information content of macroeconomic data
is defined on the basis of its inherent predictive power independ-
ently of its timely availability. This is also the reason why the
revised (hence the "true") macro-economic series are employed despite
the fact that reyisions are made long after investors use the
information for their forecasts., As a matter of fact, the above
discussion is of greater theoretical than practical value since,
except for corporate profits the publication of the macro data is
fairly close to the quarterly announcements, Furthermore, as
mentioned earlier, the revisions in the macro series are minor
and do not introduce an apparent systematic change in the

pattern of the series over time.
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The Prediction Models

The prediction models incorporate the above predictors into
forecasting rules. 1In proposing such rules or models one should
bear in mind that the purpose of their construction is to ;timu-
late the generation of forecasts by the market. In particular
the "best'" model for a given predictor in a given firm is assumed
to approximate fairly (especially in terms of performance) an
investor forecasting model based on this predictor,

Previous studies have produced evidence that changes in
earnings can, in general, best be approximated by a random walk
or by a random walk with same trend. (See for example Brealey
(1967) and Ball and Watts (1972». Although the above evidence
refers to the behavior of changes in annual earnings, the results
can be applied under some assumptions to quarterly
earnings. Tﬁis approach was taken by Coates (1972) who used the
models of earnings-generating processes as prediction models,

His approach with some modifications, will be adopted here.

Coats presented three sets of models, each employing three

alternative assumptions. The first assumption was that earnings

are identically distributed over the four quarters. The three

corresponding models are:

(1) E {Qt3 = Q¢.1 (random walk)

(2) E ith = Q.1 + c (random walk with an
additive trend)

(3) E iQt¥ = Qg (14+P) (random walk with a
multiplicative trend)
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where Q. is the firm's quarterly earnings in perfod t, (t = 1,2,3, ...).
The respective annual forecasts can be readily derived.
The second assumption is that earnings of adjacent quarters are
uncorrelated, whereas earnings of the same quarter in subsequent
years are. Under this assumption, Model (1), for example, becomes
E ith = Qt-&‘ The third assumption is that earnings of any
quarter are correlated with earnings of its adjacent quarters and
the same quarter last year, The resulting forecasts would then

be E{Q = Q4 * (Q.1/Q._J)-

Using past annual earnings and employing Model (3) under the

second assumption would yield the forecast:

%m = Km-l (1+P) for each firm,

where Am_1 is the annual earnings in m-1l and P is the annual rate
of growth, The respective naive forecast based on quarterly data

would be
laY

A1 = Qo F Wy, Q1,3 * Qo ) (D)

after the first quarter, and
Ay,p = Qm’1 + Qm’2 + (Qm-1,3 + %_1,4)(1+P)

after the second quarter, and so forth. The second index refer

to n, the quarter, (n = 1,2,3,4).
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There is a total of seven quarterly models used by Coates and
tested here (Set Q above).

Q = Q. * C+,«t

O
re
[

Q.y (148) + 4

sl = Om-l’n +/‘m,n

U,n = Qm-l,n +C * Am,n

= Qm-l,n © (1+P) + Am,n

£
=]

lo
(a3
]

Q-4 * Qa1/Qg) *+ pe

Their annual counterparts (models based on past annual results -
Set A above) correspond to the three assumptions on the time

seriles behavior of earnings, namely,

Ay = At e
Ay = A, +CHgy ‘

The prediction model based on past annual accounting data
is augmented by introducing macro-economic information (set

MA above):

/Amn=A —53-13‘— , for each firm

m-1 Mp-1,n
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where Mm represents the seasonally adjusted value of the cumu-

’n
lative macro-variable for the end of the n-th quarter of year m.
The respective forecast based on past quarterly accounting data

(set MQ above) would be after the first quarter

and after the second quarter

A _ . Mm,2
A . = L I s

The above models that were used by either Coates or. Barnea
et al. (1972A) are the only ones to be employed in the
‘initial model ~evaluation . (for a detailed description of the
models see Appendix 0). The results produced are |
to soﬁ;~§£tent a replication of those studies on a wider scale
both iﬁ terms of the period surveyed and the sample size.
Clearly the use of the same models resultsin a high degree of
comparability with the above studies and in particular with this
of Barnea et al. which used macro-economic data as an input for
the prediction models.

In an extension of the study a larger set of models is evaluated
By and large the prediction models added at that point are
either a variation of models used in the first part or models

employed by other studies on the predictive power of quarterly

reports. The added models although still haive' in their

2The comparison is imperfect due to differences in the methodology
and in particular in the model selection and evaluation procedures.
(These procedures are outlined in the following sectioms).
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reliance on past accounting or macro-economic series are generally
more sophisticated in the measurement of these past patterns.

Aside from the advantage of making analyses and drawing conclusions
based on a large number of models, the . extension enables one

to assess the effect of the comptehensiveness of the group of models
on the results,

The annual models (set A) are supplemented
by (among others) the model ﬁm = f(m) = ﬂo +lglﬁn' +/,’2m +ﬂ3m2
where the /91 are determined by past annual data, The rationale
behind the use of this function is the excellent fit it provided
the actual time-series of earnings (This is one of the results
reported in Chapter III). The regression model could be
considered an extension of the simpler model ﬁm = Ay.1 *+ C.
Similarly the quarterly set (Q) is augmented by the prediction
model Gb,n = ¥on + Wipfm + 1™ + L L n? where the 31
are determined by past quarterly data over the most recent
years. Model-set MA is also expanded by additional models.
Appendix O lists the models - included in the
initial set and the extension and
details the forecasts made under each model after the first, second
and third quarter. Appendix P compares the set of mcdels in

the two parts with those used in several other studies,
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The Loss Functions

The performance of a forecast can be evaluated through the use of
different measures of error, each implying a different loss
function of the forecast user. No single error measure (or
loss function) 1is impeawble and it is therefore desirable to
outline the advantage and limitations inherent in each.

The error measure which comes first to mind is the mean
error-the difference Forecast minus Agtual. There are serious
drawbacks associated with this measure. Inaccuracies in the
forecasts are not reflected in the error measure as long as they
are offsetting. This implies that the loss function of the
use 1s insensitive to the size of the errors provided they cancel
each other. What it does measure, however, is the size of the uncan-
celled error - i,e., the systematic bias. Since such a bias would
be adjusted to by a rational investor, the error measure appears
to be irrelevant,

An error measure. free of the above limitations is the
absolute error - Forecast minus Actual. The measure assumes that
over-estimation and under-estimation of the same magnitude result
in the same loss. It could be argued, of course, that an over-
estimation of EPS is associated with a bigger potential loss to
investors than an under-estimation: an underestimation may bring
the investor to overlook one of the stock under consideration while
an over-estimation may cause him to wrongly abandon numerous

investment opportunities. This argument is nullified when the
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error measure is employed to select forecast models for

all stocks. Ordinarily, therefore, the assumption of
indifference to the sign of the erroris most reasonable. Another
assumption implied by the absolute error is that the lass to

the forecast user is proportional to the sizé of the absolufe
error. The validity of this assumption is questionable but
hard to determine. A clear disadvantage of the measure is that
it ignores the relationship between the error and the predicted
value. This can be corrected by using the absolute relative
error which is defined as: (Forecast minus Actual)/ Actual.
Unfortunately, the relative error is misleading in its own

right since it heavily penalizes small absolute errors when the
predicted values (in this study EPSAD) are close to zero.

A widely used error measure is the 'mean or the root mean
squared error. This measure implies too that the user is in-
different to the sign of the error. The loss from a forecast
error is assumed to be more than proportional to the error size.
This implies a particularly appealing 1loss functionm,
one which is consistent with the notion of risk-aversion,

The study employgouralternative error measures (loss
functions) to evaluate the performance of models and predictors.
The measures are :

(1) The Squared Error: (P-A)2 ;3 P = predicted value and A =
actual value.

(2) The Absolute Error : lP-A'
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(3) The Squared Relative Error: (-iig

(4) The Absolute Relative Error: EK—

As pointed out earlier, the relative error might be very large when

the predicted value is close to zero. These extreme values
distort the comparison between prediction models and between
predictors, To circumvent the problem, the value of error
measures 3 and 4 is automatically set to 1.0 (1007 relative error)
when such extreme error occurs.

The above error measures do not take into consideration the
time span between the forecast and the actual occurence. When
performance of quarterly prediction models is compared to that
of annual prediction models, allowance should be made for the
length of the predicted period. Although all models seek to
predict the same actual value, namely, next year EPS, it is
obvious that the annual forecasts produce pfediction.of an
outcome completely in the future while the quarterly models predict
an outcome partially determined in the past (the earnings of
past quarters in the forecast year), To put the performance of
predictions made for different lengths of time on a comparable
basis, the following error measures are added:

(P-A)2

A-Accumulated Actual
at prediction time

(5) The Squared Time-Relative Error:

P-A
(6) The Absolute Time-Relative Error: |2 aceumulated Actual

at Prediction Time
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In terms of the relative performance of different annual
models measures (5) and (6) produce the same results as (3) and
(4) respectively; in terms of the relative performance of quarterly
models, one would expect the relative error measure to produce
similar (but not necessarily gdentical) results to those of their
time-relative counterparts. Analogous to the case of the
relative error measures, extreme values of the time-relative
error are eliminated by arbitrarily setting a "ceiling" of

4,0 to error measure (5) and of 2.0 to error measure (6).

Forecasting and Estimating
Procedure

The estimation procedure of the model parameter and the
selection of the "best" models are devised so as to simulate
the behavior of investors and the information available to them
at the time of the forecast. As a result, both the estimation
and the model selection are based on events prior to (and therefore
independent of) the period predicted. Furthermore, consistent
with the idea that more recent information is more relevant to
future expectations, different weight are assigned to past
observations, dependent upon their closeness to the forecast
time. The twenty-six year period is divided into two: an
initial base period of fourteen years - 1947 to 1960, and a
test period of twelve years - 1961 to 1972, This base period
is used to produce first estimates for the parameters of the

forecast models, A loss function is selected (one of the six



outlined in the preceding section) and the prediction models are
applied to produce forecasts for the years in the base period;
their performance is measured and a best model is selected for
each of the model sets A, MA, MQ and Q (for their description
see page 25). The best model of any given set is the one
which minim;zes a weighted average of the loss function values
over the base period, The weights are an exponential function
of the time distance to the end of the base period, with the
base 0.8 (the weights of periods -1, -2, -3 for instance are
0.8,(0.8)2 and (0.8)3 respectively, where a period
is defined here as a sequence of four consecutive years - i.e.,
twelve predictions).

The selected model in each set represents its group in the
following years (1961 to 1964). A new fourteen year base period-
1951 to 1964 - is defined and the same estimation and selecting
procedure is repeated. The new selected models are applied to
forecasting the four-year period 1965 to 1968. Finallxiyears
1955 to 1968 serve as the base period from which models are selected
to predict years 1969 to 1972, For the flow chart of the
computational procedure and a sample output see Appendix Q.

The analysis of the results 1s conducted for individual
companies and for cross-sections of all or some sub~sets of the
sample companies. The cross-séctional analysis takes two forms:

(1) presentation and analysis of summary results @fequency,

averages, etc) for the sample,
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(2) presentation and analysis of prediction of a portfolio

EPSAD, where the portfolio is composed of all the sample companies.

For any given company the best model of each set is used to pre-
dict its EPSAD; the predicted portfolio EPSAD produced by amy given
set is the weighted average of the individual companies
predictions.made by the set (the weight of each company is the
adjusted number of shares). The performance of each set of
models is evaluated by comparing the actual portfolio~EPSAD with
the prediction made by that set. For a flow-chart of the
computational procedure used in the "portfolio" cross=-sectional
analysis see Appendix Q.

The exam nation of the relative performance of different
sets of models in predicting a portfolio EPSAD is of . particular
importance for two reasons: First, investors concern in earnings
forecast for a portfolio of companies is not less and.perhaps
stronger than their interest in earnings fofecasts for individual
companies,

Second, the cross-sectional method adopted here according
to which the predicted portfolio EPSAD is a weighted average of
the predicted individual EPSAD, singles out the bias in the

3
prediction models, The performance of any given set of

3In the framework of naive forecast models investors could
possibly use two alternative inputs to predict a portfolio EPSAD;
Past aggregate data and past data on individual companies. Past
aggregate data can be extrapolated to predict results for the
portfolio and past individual data can be used in predicting individual
company results, Under the latter method, predictions of portfolio
results are derived from the individual predictions. The selection of
forecasting method depends on the variance of the aggregate
estimate relative to the variance of the sum of its componentsjnonetheless,
it is safe to say that in general a prediction method that makes use
of the distinct behavior over time of earnings of different companies
is likely to outperform forecasts using aggregate data only.
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models would reflect, among other things, the extent to which the
predictions produced are systematically biased or alternatively
offset each others errors over a cross-section of the sample.

To clarify this point let Ajt be the annual EPSAD of company

J in period t, and A its best forecast using set of models

jst 4

Se Let L be the corresponding value of the loss function,

Jst

where

The measure ﬁit L is a function of the wvariability of the

jst
predictions around the actual values but not directly of the
bias of s. The average value of the function over the sample
over time 2 £ a L. ( jt is the'weight of company j in
R t jt jst 4
period t ) is alsoinsensitive to the bias of s. Tt 1is
traditionally assumed that bias is detectable and can therefore
be corrected by investors; as a result it is not a major con-
siéeration in evaluating performance of forecasting models.5
This assessment is true only when the bias is substantial and
persistent, If it is agtemporary nature it becomes impossible
for investors to adjust their forecasts accordingly. This is

the case, for example, when a certain set of models during a

relatively short period of two or three years produces predictions

4The loss functions used in the study are symetric i,e.,
the loss is an increasing function of the absolute error. A
loss function of the type L=f(A-A), however, would reflect the
bias and an unbiased estimator would minimize its value,

5See, for example, Coates (1973).
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which for most companies systematically overstate or understate
the respective actual values. This temporary bias (caused by
interdependencies between contemporeneous predictions made for
different companies, 1in the sample) is not conveyed by

summary measures such as iLjst or £ % ofjt List: This
- t } s

bias; however, is reflected in the portfolio cross-sectional

error measure. Under the portfolio cross-sectional approach

P
Agp = < ’cjt stt where P is the portfolio. The cross

jep .
sectional error measure for period t 1S

P : A 4
_ P AP _ P _ A
Lst-f(’A.t -Astl) = £([Age jéc;(jt jstl)
which can be re-written as
I? =
lge = F (lipﬂjt(Ajst-Ajst) Ho

This measure clearly reflects non-offsetting errors (cross-

sectional bias).

Performance Measures and Tests

Three statistics are selected to measure and compare the
performance of the prediction models over time and over a cross-
section of companies: (1) value of the loss function, (2) rank,
based on the value of the loss function, (3) the number of times
that'a model ranked highest (number of times best). Each of

these statistics convey a slightly different information about the
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performance of the prediction model, None of these measures is
perfect - each has its own advantages and deficiencies, rather,
they complement each other and the employment of all three enables

a comprehensive and meaningful analysis of the results.

Value of loss function

The value of the loss function (or the error) is the most
straightforward measure of performance. The performance over
time of any set of models for a given company is determined by
it Lgt and for a cross-section of companies by either fj °<thjst

(for a given period, t) or by - Z&jt L (over time). On
j t

3 jst
the individual company level this average is sensitive to extreme
values and the use of it implies that investors are indifferent
to the distribution of the errors over time as long as.their
average is the same, On the cross-sectional basis, the average
of some loss functions is sensitive also to the magnitude of the
predicted values,. This is a clear disadvantage of the use of
those loss functions for cross-sectional analysis. Neither
average reflects the superiority of any given set of models

. An important advantage of the use of loss values is that the

results can be stated in quantitative terms(like percentage of

improvement); also, the loss values lend themselves to

statistical tests, Pitman test for comparison of two

related variances 1s used to examine the relative perform-

e .

and of different sets of models under gradratic loss
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functions.6 Another test which is applied only to the cross-
sectional results is the one based on the dominance table devised

7
by Elton and Gruber (1972) ..,

Rank

The ranks assigned to the sets of models are based in each
case on the corresponding values of the loss function. For
both analyses - within company and cross-sectional~comparisons
are made between the ranks of various models in a given period
and between average rank of the models over all the periods.
Unlike the loss value, the rank is insenéitive to the size of
the errors by different models but to their relative
magnitude, As a result, it is devoid of any distortions
caused by extreme values. No conclusion can be made, however,
on the extent of the differences in performance between models.

Two non .-parametric tests are used to determine the
significance of the difference between the average rank of

different sets of models; the Sign test to compare paired sets

6The test was first devised by Pitman (1955) and described
in detail by Snedecor and Cochran (1967) pp. 196-197. It replaced
the traditional F test in these situations where the variables,
the variances of which are being investigated, are correlated.
In addition to the means and variances the test also requires
the data on the correlation coefficients between the paired
observations. For this purpose the correlations between the
predictions under study are compared. Pitman test was also
employed by Barnea et al (1972).

%heir test used the central limit theorem and employes
the "t" or the "Z" statistics.
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of prediction models and Friedman ranks test to simultaneously

examine the difference between all sets of prediction models.8

Number of times best

This statistic, a derivation from the ranking of the model
sets reflect only one measure -~ the dominance of one set of
models over the others, The aggregation of this measure over
periods and over a cross section of companies produces less
ambiguous results than those produced by aggregation of ranks.
Like the rank it is unaffected by extreme values of the loss
function. . Summary results of this statistic can be used to
compute the probability that a particular set of models will

outperform all other sets in a given period.

The Sign test and Friedman test are discussed in Conover
(1971) pp. 121-126 and pp. 265-274 respectively.



CHAPTER III

DATA AND SAMPLE .

Company Data: Quarterly

The incompleteness and lack of standardization in quarterly
reporting by corporations constitute a major problem in any attempt
to collect quarterly financial data. The fact that such data is often
non-existent, sporadic or incomplete, could be attributed, in part,
to the belief of investors and corporate executives, that quarterly
reports are inherently unreliable and thus of limited value. This
belief is shared by many accountants who reject the 1dea of quarterly
audit, (See Chapter 1, p. 1-2). The institutional attitude toward
quarterly reports was no different foé a long time; e.g., it was not
before 1910 that the NYSE required such reporting on a selective basis,
and not before 1946 that the SEC made it mandatory for companies
.under its jurisdiction; similar reporting became mandatory for compan-
ies listed in the American Stock Exchange as late as 1962,

Whenever provided, the reports had no standard format and no
uniformity in detall, or in their application of acéounting prin-
ciples. As to the format, some companies included while others
excluded excise~tax whenever applicable; furthermore, it was often
unclear how income tax expense was figured. As to the accounting
concepts applied, it appears that there was no uniform method for
allocating cost and revenue among quarters (for a description of
the alternative concepts see Shillinglaw [1962]).

The presence of all of these problems required a meticulous
study of the time-series of quarterly reports of each company

considered.

44
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The most comprehensive source of quarterly reports accessible
is the quarterly file of the COMPUSTAT. Comparability is reason-
ably assured for quarterly reports of any given company. The
COMPUSTAT file contains such reports for the last ten years (forty
quarters). The file currently in use covers the period April 1964 -
March 1973, Data for the first two years is missing for many
companies.,

Data for earlier periods had to be collected manually from
Standard and Poor's Corporation Records. To assure that the two
bodies of data were comparable, certain adjustments of the original
time-series were occasionally called for. Both bodies of data could
be checked when necessary against the figures reported in Moody's
industrial Manual and for some companies against the data used in

Coates study [1972]%

Company Data: Annual

Annual data for the twenty yeats 1953-1972 were retrieved from
the annual file of the Compustat. Data for earlier periods were
obtained from standard and Poor's Corporation Records. As with the
quarterly data, comparability between different periods was assured
and when necessary the data were adjusted to meet this objective.
Furthermore, it was ascertained that for each year, the annual

figures and their corresponding quarterly figures were consistent.

1This was the only study which used original reports.
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Macro-Economic Data

The source for the macro-economic data was the survey of
Current Business (Department of Commerce).

In using economic aggregates there was some degree of ambiguity
as to the relevant figures. There are two time-series: of the
original and of the rised figures., Since the particular macro-
economic variables selected serve only as proxies for the general
economic condition, there is no reason to quote government's errors

2 It should be noted that the

in measuring the correct magnitudes.
choice of using the revised series was simplified by the commonly

negligible differences between the two series.

The Sample

The selection of the study period and the sample size were
largely determined by balancing the need to keep the requirements
of data collection and processing within manageable iimits against
the need to insure that there be a reasonably representative sample
for both purposes =-- time series study and to some extent cross-
section analysis, Given the scope of the study there was also a
trade-off between the length of the period and the number of
companies studied.

A number of important considerations entered the decision re-
garding these two parameters, but no tested way of optimizing their
joint satisfaction. The main considerations were:

1. That the time period is long enough to enable the detection
of time~series properties and hence the building and testing of

meaningful forecasting models, yet short enough to assure stability

2This argument will be pursued further in Chapter 1IV. °
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of those patteras.

2, That there are enough companies to enable some significant
generalizations to the entire population and to a lesser extent to
individual industries.

3. That the data is available in an accessible form,

The above criterié led to the selection of a 50 company sample
and a study period which extended over the 26 years 1947-1972
(104 quarteré). For comparison, Green and Segall (1967) used a
sample of 50 companies and a study period of 5 years (20 quarters);
Brown and Niederhoffer (1968) studied a sample of 519 companies
over a period of 4 years (16 quarters); and Coates (1972) who
conducted a time series analysis (rather than a cross-sectional
study) based his research on a non-random sample of 27.companies
and 22 years (88 quarters). An initial sample of 208 companies
was drawn randomly from those listed on the New York Stock Exchange
on Jonuary, 1947 (source: Bank Records and Quotations (1947)).
In order for a company to be included in the final sample the
following conditions had to be satisified:
1. The company had to use the calendar year for its
financial reports throughout the period January 1, 1947
to December 31, 1972.
2. The company must be on the Standard and Poor's Industrial
File of the COMPUSTAT (file dated April 1973).
" 3, The company must have data for at least twenty years out
of the twenty-six surveyed for at least one of the two

vairables - Net Income and Sales.
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The first requirement was established to assure consistency
of the time-series data for each company and to preserve compar-
ability across companies. This condition also facilitates the
iﬁcorporation of macroeconomic data which are usually published
and aggregated on a calendar year basis.

The second condition was set to avoid the unmanageable task
of manual data collection for the period April 1964 - December
1972. The confinement to industrial companies (the exclusion
of banks and utilities) was designed to increase the homogeneity
of the sample, thus making a cross-section analysis more mean-
ingful,

The third limitation necessitated by the fact that the
estimating procedures are sensitive to both number and continuity
of the observationms.

The above screening process brought dqwn th number of companies
to fourty-two. To allow intra-industry cross-sectional analysis
and inter-industry comparisons, a minimum number of companies, at
least in several industries, was considered necessary. To achieve
this aim eight companies were added to the representation of some
industries. These companies were randomly sampled from their
respective industries. The final sample contains fifty companies
of the following industries (fpr a list of the companies see

Appendix B):
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Industry Code

(First two digits) Number of
SIC Industry Companies
10 Metals and Mining 5
20 Food 5
21 Tobacco 2
23 Textile-apparel -1
27 Publishing 1
28 Chemicals and Chemical Prod. 6
29 0il 7
32 . Containers & Bldg. Matl, 2
33 Steel copper and Aluminum 6
34 Metal fabricating 1
35 Machinery 6
36 Electrical Eauipment 1
37 Automobiles, Aerospace,

Alrcraft 3

38 Optical & Photographic 1

45 Air Transport 2
56 Retail-Apparel Chains 1

Total 50

Evidently, by imposing the aforementioned sample selectian
procedure, some non-random factors were introduced into the
sample. It should be recalled that S & P file and in particular
the N.Y.S.E. (from which the sample was drawn) include relatively
large firms, Also, S & P file contains only firms which survived
through the entire study period of twenty-six years, Tn addition,
the sample excludes companies without early data which in many
cases means young companies. As a result, the sample rather than
being purely random is composed of relatively old and large sur-
vivors., The effect of this is to overestimate the upward trend
in earnings and sales and to overstate the stability of earning
generating functions. The significance of these biases cannot
be assessed through the selected sample,

These problems are common to studies that use samples from

sources such as the S & P files and the N.Y.S.E. listing. Ball
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and Watts (1972) encountered the same bias in their sample and
investigated its effect on the estimated trend by using different
samples of firms over different time periods. Their finding
was that the effect was "minimal” (ibid, p. 667). Brown and
Ball (1967), to cite another example, invcstigated the degree
to which their sample was representative with respect to this
study's subject (the relationship between the earnings of indiv-
idual companies and industry and market indices). They found
that their selection criteria still produced a representative
sample (ibid, p. 57).

The requirement for a calendar fiscal year excludes from the
sample many companies which are not proportionally distributed
among the industries. This point is demonstrated by the following

table (based on S * P Industrial File).

% of Companies3
_Industry ‘ Using Calendar Year (in 1972)
10 85%
20 45%
23 30%
33 90%
45 857%
55 25%

Considering the above limitations of the sample, we can rely to
some extent on the validity tests employed by others., Nevertheless,
extreme caution should be exercised before any inference is made
from the sample to the entire universe of companies or even segments
of it, Strictly speaking the conclusions drawn in this research are
applicable only to the set of all N.Y.S.E. companies which during the

study period satisfied the above listed selection criteria.

31t seems that these percentages are a fair representative of the
composition in the N.Y.S.E.



CHAPTER .IV

THE STATISTICAL PROPERTIES OF QUARTERLY TIME-SERIES

Introduction

While the time-series behavior of annual income has generated a
considerable interect and has been the subject of several studies,1
only little attention has been spared to the statistical properties of
quarterly numbers. Thié is, perhaps, a result of the general attitude
towards quarterly reports, viewed by many as unreliable and subject to
management manipula;ion and therefore of limited use to investors.

They were conceived, at best, as a tentative observation of a more basic
phenomenon -~ the annual earnings (for objective reasons for this attitude
see pp. 1-2). Contrary to these beliefs there is considerable evidence
indicating that quarterly reports are useful for predicting annual results
and that, in fact, the market reacts to quarterly announcement in a way

not different from its reaction to annual announcement (for a review of

the evidence see Chapter I). t seems that the available evidence
justifies a closer look at the statistical properties of quarterly

numbers,

In the context of this study, an important objective of gaining
knowledge on the time series patterns of quarterly results is to simplify
the selection of prediction models by narroﬁing down the initial set of
models to the most promising ones. Tnformation gained about the association
between different accounting variables will facilitate the

selection of input variables (predictors) for those models. The measured

1
See for example, Brown and Ball (1967), Beaver (1970) Dopuch and Watts -
(1972) and Ball & Watts (1972),

5%
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association might also shed some light on the question of the desirability

of alternative quarterly reporting concepts.

Another objective in studying the statistical properties of
quarterly data is to gain greater insight into the dependence between
results in different quarters and into the commonality in quarterly
earnings of the firm, its industry and the market. The latter
objective is not directly related to the mddel-selection phase of the
research but is nevertheless of potential value for the following
reasons: First, the relationship between the four quarters and in
particular between the fourth quarter and the first three quarters

might indicate the use of the fourth quarter as a "buffer'" used by

management to manipulate the annual result, Second, the degree to which

market and industry effects are reflected in quarterly results might
serve as a partial measure of the real economic data conveyed by

quarterly reports.

With the aforementioned objectives in mind, the following statistical

properties of quarterly series are analyzed:
1., Association between quarterly variables
2. Seasonality

3. Volatility of sales and earnings and its Implication
for quarterly reporting concepts

4., Relations between the results in different quarters
and their implication for income manipulation

5. Association between quarterly results of the firm,
its industry and the market.
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Association Between Ouarterly Variables: . *

A Preliminary Investigation

The relationships between the following quarterly variables are explored
in this section: Sales, Net Income (NI), adjusted EPS (EPSAD) and Net Income
divided by Assets (NIDIV).2 An attempt is made to relate the findings to tle
following a-priori assessements of the association between the variables.

Sales”NI Relationship: The association between these two
variables depends on several factors: (1) the level and rate of change
of the fixed cost: The higher the level and the rate of change of
the power ,7 the correlation between the twe (2) the association
between prices of inputs and outputs (3) the extent of accounting
manipulations, It is generally presumed that sales are less susceptible
to accounting manipulations or otherwise to arbitary allocations than
costs., These manipulations tend to obscure the real relationship between
Sales and NI,

EPSAD-NI Relationship: The size of independent movements of
these two variables depends on two factors: (1) The existence and
materiality of preferred dividends (See APB 15, AICPA (1969)) (2) The
existence and materiality of new issues.

EPSAD-NIDIV Relationship: Both variables are deflated - the
first by the number of shares issued to the public and the second by the
book value of the assets. We would expect a high correlation between the
two if the trend in the number of shares corresponds to the trend in

the book value of assets and if preferred dividends are not material.

2Quart:erly values for Total Assets were unavailable; the values were
extrapolated from the annual Total Assets by using a weighted average
of the beginning and ending value of Assets.

(Quarterly Asset:s)m’n = ((4-n) Annual Assets)  + n(Annual Assetsjm+1)/4

where m = the yeaw and n = the qharter (n=1,2,3,4).
3some findings are further analyzed in the next two sections.
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Results and Analysis

Tables 1 and 2 summarize the results detailed in Appendix C.
The positive correlation between Sales and NI is strong with a median
coefficient of ,733. There is to be sure some variability between
industries, with industries 28 (Chemicals, Drugs) and 35 (Machinery)
having relatively high correlation coefficient and industries 10 (mines)
and 33 (Steel, Copper) with relatively low coefficients. The observed
difference may be in part due to the higher fraction of fixed costs in
indugtries 30 and 33, The small number of companies in each industry
(5-7) prevents us from drawing any definite conclusion. (An extension
of this investigation to the entire file of the COMPUSTAT is quite
straightforward). Finally, variables NT and EPSAD are, as expected,
highly correlated. This reflects, in essence, the growth pattern
dominating both series. For some purposes, therefore, NI and EPSAD
are interchangeable. The weakest association found is between EPSAD
and NIDIV; for some companies the correclation is even negative. This
might reflect on a sharp increase in book value of total assets, without

a .corresponding increase in the number of shares.



TABLE 1

DISTRIBUTION OF THE CORRELATION COEFFICIENT BETWEEN
SALES, NI, EPSAD AND NIDIV

Variables 1st Quartile Median 3rd Quartile
TABLE 2

MEDIUM OF THE CORRELATION COEFFICIENT BETWEEN
SALES, NI, EPSAD AND NIDIVD BY INDUSTRY

Sales-NTI NI-EPSAD EPSAD-NIDIV
All Companies «733 .984 «545
Industry
10 .658 .989 «667
20 N’A' 0979 0365
28 .932 .980 .613
29 .885 .981 - - .100
33 .634 .990 .841

35 .922 .980 .236
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Seasonality Tests and Deseasonalization of
The Series

Statistical Procedures

The conventional model for analyzing time-series considers the
effects of four sets of factors on the independent variable, trend,
seasonality, cyclical fluctuation and residual movement, The model
assumes that the effects of these factors are additive,

Ye = Tp + Sg+ Cp + Ry
and the problem is to decompose the observation Y, into these components.

Four alternative procedures are employed here to detect and test
for seasonality. The first procedure (used by the U.S. Department of
Commerce and referred to hereafter as the X-11 Program) is based on a
ratio-to-moving-average method. A series of iterations is used such
that in each iteration moving averages of the original series are
computed, the ra;ios to moving average are found and extreme values
are scaled down by a set of weights, This is followed by a.computation
of initial seasonal factors which are us d to generate a seasonally
adjusted series. The adjusted series is then subjected to a variable
trend-cycle routine, allowing the calculation of new weights for
extreme values to be used to modify the original series, etc. (For a
description of these routines and the corresponding statistical tests
for seasonality see Appendix D,)

The X-11 Program is employed also to deseasonalize the quarterly
series for the purpose of investigating some of their statistical attributes.
The use of the deseasonalized series for this purpose is limited in the

sense that its properties are not characterized from a statistical point
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of view. In the absence of information about the sampling distribution
of the estimates of the seasonal component, it is impossible to decide
whether a method gives rise to systematic biases in the seasonally
adjusted series or whether a given method is efficient. (see Jorgenson
(1964),. The results based on the analysis of the deseasonalized series
produced by X-11 should therefore be approached with care, Efforts
are made in each case to base the conclusions on other supporting evidence as
well as the findings from the deseasonalized data, and to rely upon the
broad tenor of the results rather than on some Specific tests,

Two other procedures which are used to test for seasonality (but
not to deseasonalize the data) are based on a linear regression technique
and involve the use of dummy variables tb represent the seasons. The
first regression model is of the form |

Y=Pa+Db+e

where P is a set of powers of time and D is the matrix 4 m x4 (m = number

of years)

OHNOOO M
Q.. moOoOoO KO
QOO I=ROO
corocooO

0 01
A set of powers, P, specifies the trend function. A polynomial

of high enough degree can describe most trends. This increase in
accuracy should be weighed against the loss in degrees of freedom. The

set of powers used in this study is 1/2, 1, 2, 3; for most companies

4Jorgenson (1964) has argued that if the P and D matrices are properly
specified then a and b will be the best linear unbiased estimates of
the systematic and seasonal components since Y = Pa + Db + e is a
clear example of ordinary list squares.
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a higher degree polynomial did not improve. the Rr? considerably.

The second regression model uses the simple four-term moving average
for describing the trend. (The loss in degrees of freedom is reflected here
in the loss of two observations at both ends of the time-series),

Y* = Db* + e*

where Y* is defined as the difference between the original observation
and its corresponding moving average. It should be noted that the
moving average is not a very flexible method for eliminating the trend
as some believe. Nevertheless it is quite adequate for removing linear
and quédratic trends (for a further discussion see Durbin (1963)). The
existence of seasonality and its direction are examined by testing the
standard hypothesis |

Ho : b(D) = 0.

A word of caution concerning the trend specification is in
ovder. Both seasonality and the residual factors are determined to
some.extent by the specific arithmetic process employed in deriving
the trend. Tt is of interest, therefore, to study the effect of trend
elimination by moving-averages on these components.5

Suppose we have a series Y, which can be decomposed to

) Yt = Tt + St + Rt

If we determine the trend by a moving average, denoted by an operation

T then clearly
(II)'I'Yt = YT, + NS, + th

Let us assume that the methods of determining the trend is perfect in

5The following discussion 1s based on M. Kendall and A. Stuart (1966),

chapters 45, 46,
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the sense that TTt = Tt , then by subtracting (II) from (I) to eliminate
trend we find

Y, -%Y, =S, - TS, +R. ~ TR

The presence of ¥S, and'rRt may distort the genuinely oscillatory.
parts of the residual series and induce spurious oscillatory movements.
It can be shown, however, that if the simple moving average (with equal
welghts) 1s equal in extent to the period of the seasonal component, the

trend value of that component is zero, so that the (seasonal) residual

6
is unimpaired.

The effect of the simple moving average of the residual element,
R, , however, does always exlst. Consecutive values of R, are (or supposed
to be) independent but consecutive values of'\’Rt are not; for‘?Rt and
R4 have 1-k values of R in common (1 is the extent of the moving average)
and are correlated if k <1. In general, the induced residual
series would be smoother than the original series. Unfortunately every
smoothing process used in eliminating the trend would result in distorting
the residuals. There 1s no escape from this situation. It seems fair
to say, nevertheless, that for a wide class of economic and social
statistics such computational procedures as the one proposed above work
quite well in practice.

In addition to the above procedures the existence of seasonality is also
detected by computing the simple ratio of the quarterly number to its annual

counterpart for each of the four quarters. Seasonality would result in a

ratio systematically different from the ratio expected under no seasonality

(0.250).

61bid., p. 377.
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Tests, Results and Analysis

Most of the tests for seasonality are performed on three variables -
Sales, EPSAD and NIDIV. 1In the sample of fifty companies, there is
virtually complete agreement between the results of the various
procedures: Only in a few cases 1is a seasonal behavior found by ome
procedure not detected by the others, Appendix D tabulates the
results of the statistical tests for seasoﬁality based on X~IT, the
polynomial-trend regression and the moving-average~trend regression.

If a given series 1s classified as sgasonal when at least two of
the three tests so indicate, then out of forty~two companies for which
sales are available, thirty-six show significant seasonality. For
EPSAD and NIDTV the results is forty-four 'seasonal' series out of
forty-nine, In sum, most companies show seasonality in both quarterly
sales and earnings. These results are quite impressive considering
the long period upon which they are based (wenty-six yeaf@, during which
varying, even offsetting, seasonal patterns could develop.

The finding explains the results reported by Coates (1973) that
.the seasonal prediction models performed best for fifteen out of twenty seven

companies.7 It should be noted that stable seasonality means only that

variability over time of any givem quarter is
significantly smaller than the variability between

quarters. It does not follow that the seasonality pattern is constant,
nor does it imply that a clear seasonal behavior exists in

all four quarters,

7Coates seems to misinterpret his results by stating that fifteen of
the twenty seven firms have seasonal earnings (see Coates (1973), p. 141).
The true meaning of his examination was a test of the performance
of naive seasonal models, rather than a test for seasonality in the
data, His results should thus be interpreted as an indication that
at least fifteen companies have seasonal earnings.
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Another finding is the similarity across companies in the
direction of the seasonal pattern in Sales and EPSAD (Appendix F
presents the rank of each quarter-based on its seasonal factor-
as produced by the X-II, Similar results were derived through
regression methods). This finding is not surprising -~ it could
already be inferred from the strong positive correlation between
Sales and NI evident in most companies (See Table 1).

The dominant seasonal pattern can be characterized by a relatively
low levels of sales and income in the first quarter and their relatively
high levels in the last quarter. Table 3 gives the quarter-to~year

ratios of Sales and NI, by industry. In five of the six industries

TABLE 3
QUARTER~to~YEAR RATIO

Sales Net Tncome

Quarter 1 2 3 4 1 2 3 4
All Sample  .238 .250 .250 .260 228 .250 .246  .276

Industri

NS TS 243 L2469 237 254 238 .246 .231  .282
20 N.A. .238 .253 .263  .250
28 .243 .246 .254 .258 236 .238 .254  .272
29 .232 .252 .259 .258 217 .256 .266  .264
33 253 .263 .235 .248 246 .266 .210 .282
35 .230 .250 .243 .280 222 244 .225  .315
Other 236 .248 .258 .260 .219 .256 .259 .258

NOTE: Periods with negative NT (quarterly or annual) were excluded
from the computations.

sales of the first quarter are lower than the .250 mark while the
sales of the last quarter are above this average. This phenomenon
manifests itself even more strongly for Net Income. For the entire
sample, the last quarter is the highest in both sales and net income.

The results of the X-II and the regression tests point to a similar
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" direction. Appendix F, for example, gives the average rank of each
quarter in the sample based on the X-II results. The average rank
of the first and fourth quarter respectively is 2.83 and 2.20 for
Sales and 3.06 and 201 for EPSAD. These figures should be compared
with the expected rank of any given quarter under conditions of no
seasonality, i.e., 2.5.

The volatility of the sample results is tested next on the
universe of companies'in the COMPUSTAT File. A market aund
industry averages (for the six industries 10, 20, 28, 29, 33 and 25)
are computed for the thirty-five quarters between April 1964 and
December 1972 (see Appendix G for the description of the
procedure used in computing the indices). The market and
all six industries show significant seasonal
patterns in Sales, EPSAD and Net Income. As in the case of the saﬁple
companies, the seasonal pattern of Sale is almost identical to those
of EPSAD and Net Income (see Appendix H)., Furthermore, for the market
as well as for most industries, the last quarter offers the highest
value of revenue and earnings.

The existence of seasonality in a "market'" consisting of many
companies and industries, and representing a variety of potentially
offsetting seasonal patterns poses two questions: First, what are the
underlying ecopomic factors which bring about this seasonality; second,
what are the implications of the absence of similar seasonality in stock

price movement. Nonseasonal behavior of stock prices might indic ate that the

market s aware of seasonality in earnings, capable of estimating its effects

and discounting them in the determination of market stock prices.8

80n the other hand it could be argued that the lack of any seasonality
in stock prices is inconsistent with a straight forward discounting
of seasonal earnings series.
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Volatility of Sales and Earnings ~ Implications

for Quarterly Reporting Concepts

Stable seasonality and quarterly reporting concepts

The seasonality invarious components of quarterly reports and its
stability have important implications for the relative adequacy of
alternative reporting concepts. The fiscal quarter can be viewed in
two different ways. First, as a discrete accounting period whose
income is to be determined insofar as possible independently of the
income of other discrete accounting periods (the "independent period"
concept). Second, as a preliminary approximation to the annual income;
that is, net income for the quarter is estimated by matching revenue
earned with expenses allocated to the quarter. The expense allocations
are dependent on estimates of annual revenue and cost relationship
(the "dependent period" concept). If it is assumed, as is commonly
done, that one purpose of interim reports is aiding investors and others
in predicting annual income, then the existence of stable seasonality
would reflect on the relevance of the reports. It would also bear om
"the question which of the reporting concepts (i.e., dependent or in-
dependent period) results in greater informational content. When
seasonality in both revenues and expenses follows clear and consistent
patterns, the independent period concept can produce an interim
number that facilitates prediction of annual net income. Success of
the application of the dependent‘period concept hinges on the seasonal
pattern in sales. Substantial volatility in quarterly sales would
increase the difficulty of determining a quarterly income figure that

is predictive of annual earnings.
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The predictive ability of different segments of interim
financial statements was investigated by Reilly et al (1973). They
concluded that interim net sales, being devoid of the allocation and
estimation problems associated with costs and earnings, are more
useful in predicting annual sales than are interim earnings in pre-
dicting annual earnings. This finding is, of course, a reflection of
the relative stability in the seasonality of sales. The latter point
was directly examined by Kiger (1974). He found that volatility in
quarterly sales was about half of the volatility present in net income
and suggested that this might indicate a potential advantage of the
application of the dependent period concept.

The results of the present study concur with the above findings.
Although in most cases both sales and earnings show a significant
stability in their seasonal behavior over time, there are still differences in
its degree, .The relative stability of sales and earningé is assessed

below by three alternative methods.

‘Tests, Results and Analysis

First, following Kiger's approach, the volatility around the
seasonal pattern is measured by the range (high minus low) of the ratio
of the quarterly number to its corresponding annual value. The results
are summarized in Table 4., For all quarters and industries the dispersion
of NI around its average as measured by the range, is much larger (sometimes
more than twice as much) than the dispersion of Sales. The range 1is
fairly limited as a measure of dispersion: It depends on the number of

observations, sensitive to extreme values and does not lend itself
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TABLE 4

Volatility of Sales and Net Income, By Industry
(Average range of Quarter-to-year-Ratio)

First Second Third Fourth
Quarter Quarter Quarter Quarter
Sales NI Sales NI Sales NI Sales NT
All sample 308  .218 106 197  .094 191 122 272
Industry-
10 .162 .196 144 w170 .109 .194 .159 241
20 .N.A. .213 N.A, .162 N.A. .166 N.A. «264
28 .080 . 144 .071 .126 .053 .162 .162 .178
29 .096 . 204 .064 .186 .063 .143 .099 .215
33 .166 . 380 .230 «335 .177 «282 .195 414
35 .107 .219 .077 .201 .091 .232 114 ,293
Other .091 .198 .097 .197 .092 .180 .122 .285

readily to statistical tests. An alternative measure, the standard
deviation of the ratios - is therefore used, The results are similar
the standard deviation of the NI ratio is higher than the standard
deviation of thé Sales ratio, and almost always significantly so.

These findings do not necessarily imply a potential advantage of
the dependent period concept in forecasting annual income. First,
such an implication presumes a naive model of annuallincome forecast,
of tﬁe type Annual NI = (Quarterly NI) (Seasonal Factor). This is only
one possible seasonal model, and as empirical studies suggest, not
necessarily the best, Consequently, the predictive ability of this
model is of limited bearing on the choice of a reporting concept.
Second, although the use of the independent period method is predominant
among corporations, it does not follow that all the companies
in the sample do in fact use it. Hence it would be illegiHmate to

assume that the results bear on the adequacy of this method. Moreover,
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even if a universal application of the independent period concept can
be assumed, it would be still inappropriate judge this concept
op the basis of the above results, Further elaboration on this point
would require an explicit analysis of the factors affecting the
volatility in 'sales and income.
Define
S - annual sales
X - annual expenses

percent of annual sales made in quarter n, n=1,2,3,4
(the tilde denotes a random variable)

93
o
|

- percent of annual expense actually outlayed in quarter n

=X N
=

=]

percent of annual net income reported during quarter n

E(

)

[+
=]

The following assumptions are made:
(1) S and X are deterministic
(2) no income tax

~ ~S
(3) consecutive o, > )?; and ¥, are independent (clearly,

—~ ” ~ o d ~ -~ S
however, «(;, depends on &, 42 and aﬂ3 since o 4= 1- qk~-‘2-d3).

These assumptions simplify considerably the algebraic manipulations
but do not affect the basic results,

Under the "dependent period" method costs are allocated to the
quarter on the basis of its expected share in the estimated annual sales.

on S - aX
i;h(dependent) = STX

” "
Under the independent period method we have

~ g -~ X
~ L3 -Ai
gn(independent) = S - X
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If the volatility of the seasonal pattern of income is measured

by the variance (or the standard deviation) of ?n >

\ [?(dependent)} = (_S_-ST)_(_" . V(:i)
and - V[?(independent)] = 75-_1‘)? ) '[SZV(&;) + XZV(Ei) -

-2XS*cov( 2.',/3')]

the following points become evident:
(1) even under the 'idependent period" method the volatility
in net income is smaller than the volatility in sales
(2) the volatility of net income under the "independent period"
method depends on the volatility in sales, the volatility in

expenses, and the co-movement of expenses and sales.

The above discussion points to the necessity of comparing the
the relationship between the seasonality in expenses and sales, before any

‘conclusion on the superiority of one repar ting concept over the other is made.

Strong similarity in the seasonal movement of expenses and sales would
indicate that the "independent" method might do as well as, or better
than the "dependent" method in predicting annual earnings. There are
indications that this is the case. Despite the almost identical long-
term seasonal pattern in Sales and Net Tncome for each of the companies
in the sample, the deviations of the two from their respective long-

term seasonality are not strongly correlated (see Table 5 and Appendix T).
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TABLE 5

Distribution of the Correlation Coefficients Quarter-to-
Year Ratios of Sales. and NI

Quartile
1 2 3
Quarter
1 «289 479 .703
2 «200 341 «555
3 434 .617
4 .200 L] 392 . 0560

This could be explained by long term changes in the production process
which brought about changes in the cost structure and thus in the
relative weight of fixed costs. Alternatively, the relatively weak
association between these fluctuations might reflect on a strong
correlation between sales and expenses which would tend to diminish
the association between sales :and earnings (for the statistical
dependencies between the variables Sales, Expénse,and Income  see
Appendix J). A high correlation of sales and expenses would indicate
a potential success to the "independent method" (contrary to the

conclusions suggested by Kiger).

Relationships Between Quarters

An inseparable part of the investigation of quarterly time-series
is the examination of the relationships between the four quarters and
in particular between the last and the preceding three quarters. Unlike
the first three, the last quarterlyreport does not exist in the formal
sense: It is not announced usually by the companies but rather calculated

as a residual. Therefore the fourth quarter would be expected to
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incorporate any end-of-the-year adjustments as well as accounting
manipulationsof annual results. The use of the last quarter as

a "cushion" designed to absorb annual.adjustments and manipulations
is the subject of the following discussion,

If end-of-the-year adjustments are extensive it is expected
that the last quarter will show higher volatility than each of the
first three quarters. The direction of these adjustments might
change from year to year so that their mere existence should not
create a seasonal pattern in the quarter. The effect of accounting
manipulations, however, might produce a distinct seasonal behavior
of the last quarter results. First, the tendency to convey ''good
news" in the annual report might lead to a delay of income realiza-
tion to the end of the year. Such a delay would create the appearance
of a strong fourth quarter. Second, the objective of income smoothing
(an objective récognized by practitioﬁers as well as by scholars -
see for example Copeland (1968) Barefield and Comist (1972), and
Barnea et al (1974) leads to an ex-ante dependence of quarterly
.results which might also be reflected in ex-post relationships.

'In order to evaluate the roll of the fourth quarter as a
vehicle for income smoothing the nature of such smoothing
must be specified. To the extent that it is a parameter in the
smoothing decision, a market expectation model should also be defined.

For the purpose of this preliminary investigation, it is presumed
that management objective is to-minimize the deviation of the actual
results (or some function thereof) from their respective expectations,

Assume specifically that the expectation model is of the form



70

E(ye) = £(Ty)

where T represents the trend factor. The corresponding quarterly
model is EQ(Yt) = f(Tt’SQ) where S is the seasonal factor.
Empircally, past trend and seasonality are used to establish the
parameters of the expectation model; The irregular movements
around the trend-seasonality line are the subject of the smoothing
efforts.

If these assumptions hold, and the fourth quarter is indeed
used to smooth annual results, we would expect to find a negative
correlation between the direction of the irregular movements in the

first three quarters and in the last quarter.

Test, Results and Analysis

Inspection of Table 4 reveals that the average range of the
quarter-to-year ratio is highest for the fourth quarter Both for
the total sample and for each of the six industries. It further
appears that this tendency is stronger for Net Tncome than it is
for Sales which might point to the fact that end-of-the~year adjust-
meqté, the probable cause of this volatility, are more likely to
affe;t annual income than annual sales.

Table 6 presents the distribution of the average range of
quarter-to~year ratios of Sales and Net Income. The median of the

range in the last quarter is the highest,
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TABLE 6 .

Distribution of the Range of Average Quarter-to-
Year Ratio

» * Sales Net Income
Quartile
1 2 3 1 2 3
Quarter
1 6.6 8.5 13,2 13.2 19.4 26.7
2 4,8 7.8 14,7 11,5 16,2 24.6
3 ' 4.3 8.2 11.9 11.8 18.5 23.9
4 6.4 11.4 15.5 17.8 26.1 30,7

In addition to the range, the standard deviation of the quarter-
to~year ratios is computed for each quarter. Appendix K lists
the quarters with the highest and next to the highest standard
deviation for the entire sample. Two tests are used to compare
the variability; the Cochran test for homogeneity of variances (see
Guenthe (1964), pp. 21-22) and ‘the Pitman test for correlated variances
(see Snedecor and Cochran (1962) , PP 195-198)? Both tests produce
almost identical results. The standard deviétion of the fourth
.quarter is in most cases, signficantly larger than the other quarters.
Perhaps, not as intuitively obvious is the result that the
volatility of the first quarter (sales and earnings) is consistently
the second largest (see Table 6 and Appendix K). This is a somewhat
surprising finding; the first quarter does not normally contain
accounting adjustmentg, Furthermore, it is not expected that the
first quarterly report is subjeét to entraordinary accounting
manipulations., The * finding would be justified if the first
quarter report were used by management to affect market expectations

created in response to latest annual announcements, Such a behavior

9Cochran.'s test is applied by testing each quarter against the others. Pitman
test is applied by testing a pair of quarters at a time., Note that any two
quarters are dependent to some extent (the sum of the féur ratios is 1.0);
strictly speaking, therefore, the use of Cochran's test, which assumes
independent samples, is inappropriate.
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on part of management can be rationalized considering the proximity |
of the two announcements (in many cases they are less than two
months apart) and the weight assigned by investors to quarterly
reports (May 1971), for example, shows that the relative price-
change response to quarterly earnings is not significantly less than
the response to annual earnings). Although an appealing interpre-
tation the volidity of this interpretation has yet to be established.
For instance, this could be accomplished by comparing the
characteristics of the first quafter results with preceding
annual results,

Further study of Table 3 reveals that the fourth quarter
is also the one with the highest income (see also Appendix F), a
phenomenon which is.manifested even more clearly for the universe
of companies on the COMPUSTAT file (see Appendix H). It might reflect
a geperal tendeﬁcy to delay realization of incqme to the last quarter; al-
ternatively, it pight indicate that the end-of-the-year adjustments
are not random, and that on the average they boost the reported income
' reported
and to a lesser extent -{sales. A simple and testable explanation
is tﬁat there are market-wide seasonal forces (e.g., weather, holidays)
which are responsible for the strength of the last quarter - October
to December, Tt should be possible to compare between the seasonal
pattern of calendar and fiscal year companies during this period.
The existance of market-wide effects during these months would result

in a high fourth quarter for a calendar-year companies and a high

third quarter for fiscal-year companies. The association between
the reporting basis (calendar or fiscal) and industry affiliation

may, however, impede such a simple comparison.
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In order to measure the smoothing effect of the last quarter,
an expectations model in which the trend is defined by a simple
12-term moving average of the deseasonalized series 1is used; the
irregular movement is the difference between this trend line and
the deseasonalized value. The results suggest that the
fourth quarter is not used to smooth the annual results, by bringing them

into line with their ekpected value, This is indicated by the

fact that in general there is no negative correlation between the
irregular movement of earnings in the fourth quarter and the sum of
the irregular movements in the first three quarters. Similar results
are derived for the first quarter. This
direction of the irregular movement in earnings is common to all the
quarters of the same year. Similar findings obtained for sales
further supports this conclusion,

Tables 7 and 8 show the distribution of the above correlation
coefficients for the sample, (For a breakdown by companies see
Appendix L). TIn more than 707 of the companies there is a positive
(in.mapy cases significant).correlation between the irregular movements
of the quarters. The similar results for sales only reinforce the
conclusion that quarterly reports and in particular last quarter reports

are not employed to smooth the annual income.
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TABLE 7

Percentage of companies with correlation coefficient
between the irregular movement in the fourth quarter and
(the sum of the irregular movements) in the first three quarters

negative positive
Significantly but not but not significantly
Variable Total negative significant significant positive
EPSAD . 100 2 22 35 41
Sales 100 0 9 55 36
TABLE 8

Percentage of companies with correlation coefficient between the
irregular movement in the first quarter and (the sum of the
irregpular movements) in the second third and fourth quarters

TegacIve positlve
significantly but not but not significantly
Variable Total negative significant significant position
EPSAD 100 2 8 51 39
Sales 100 2 12 41 45

The hypothesis that smoothing is achieved through the fourth
quarter is tested also by the correlations between the quarter-to-year
rati§ for the last quarter and for each of the first three quarters. A
negative correlation between the fourth and each of the first three
quarters would point to the existence of such smoothing.lo The results
however, do not support that hypothesis.

Two typical sets of relationships between quarters emerge from the
sample: Define A as the 4x4 correlation matrix of the type (in terms

of signs of the coefficient):

10The correlation between the ratio for the fourth quarter and the sum

of the ratios for the first three quarters would, of course, be always
perfectly negative since the two correlated variables are statistically
dependent (the sum of the four ratios 1is one).
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where R (n=1,2,3,4) is the quarter-to-year ratio for quarter n.

and B as
Rl R2 R3 Ra
R any -
Ry sign ~—
B = R3 —
Ry

Table 9 shows the frequency in the sample of the above patterns

. for ‘Sales and Net Income, The dominant set of relations is the one
described by matrix A under which the first half of the year is
negatively correlated with the second half., This wide spread pattern
might reflect on the existence of semi-annual seasonal behavior of
sales and earnings, rather than on any smoothing effects. Only

257 of the companies exhibit negative association between the NI ratio

of the last and each of the first three quarters.,

TABLE 9
Percentage of companies with Type A and Type B Relationships
Type of Relationship Sales Net Income
Type A 50.0 30.6
Type B 14,3 24,5
Other types 35.7 44,9

Total 100.0 100.0
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The cumulative evidence presented above does not support the
hypothesis that smoothing is achieved through manipulation of the
last quarter results, This conclusion does not imply of course that

income smootthing is not achieved by other means. Moreover.,

the conclusion derived vnder the trend-line smoothing

hypotheéis should be qualified on a few

grounds. First the smoothing process was defined as one under which
the irregular fluctuations around the expectation (or a function of
them) are minimized. Management, however, might conceive smoothing
differently and thus take different actions to achieve this aim.
Second, smoothing of income 1is only one of several possible objectives
of management. In analyzing results after the fact it is different
if not impossible to discern the effects of this objective from others.
Third, the expectation model selected is not necessarily the true one
or at least the one followed by management; mis-specification of
the expectation model might lead to wrong conclusions about the
existence of smoothing attempts, Finally from a methodological
viewpoint, an ex-post examination of actual outcome is often a poor
basis for detecting motivation and intentions.

Despite the above qualifications (which apply to most studies
in the area of income smoothing), it seems that the consist nt and
clear relationships detected, which also contradict some preconceived
notions about the smoothing effect inherent in the last quarter;

deserve a further study.
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Association Between Quarterlv Results of &he Firm, Its Industry
and the Market

The purpose of the following investigation is to determine whether
there is some degree of association between the quarterly results
(earning and sales) of an individual firm, the quarterly results of other
firms in its industry and the quarterly results of all firms in
the economy., A strong commonality has been found between the returns
of the individual firm, its industry and the market (see King (1966)
and Farrell (1973)). Similar associations have been established
for annual earnings (see Brown and Ball (1967)).

Presumably, quarterly results of an individual firm are likely
to show the same seasonal behavior as its industry. This part of
the commonality between the firm and the industry is quite obvious.

Our interest, however, is focused on the question whether there is

a commonality in quarterly results beyond seasonal co~-movement., For
this purpose it is meaningless to use the original quartérly series;
rather, the deseasonalized data of the individual firms as well as

of the industry and the market is used., Any commonality detected
lbetween these series would represent the effect of all the non-seasonal

: 11
factors.

11
One reservation should nevertheless be made: As reported earlier
(see the section "Seasonality Tests...'") there is a distinct seasonal
pattern in the market index. This could be a result of the effect
on the market average of a few but large industries or it could
represent in part the existence of economy wide effects, which influence
(to various degrees) all the firms (and industries) in the market. To the
extent that the latter is the case, the elimination of seasonality from
the market indices (and to a lesser degree from companies and industries)
would also remove part of the market~wide factors which the studyseeks
to detect. Unfortunately, there is no way to diagnose the causes for
the market seasonality and even if there were such a.way no method
exist to measure and separate the market-wide seasonal effects from
the distinct seasonal patterns of individual companies.
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If the quarterly numbers, after eliminating the seasonal effects,
possess the same properties found in annual series, it would imply
that quarterly results are affected by the same underlying economics
factors which affect the annual results; that the looser accounting
principles governing the preparation of the quartcrly reports do
not materially diminish or obscure these relationships, and hence, that

quarterly results convey a substantive economic message to investors,

Tests, Results and Analysis

Three variables are examined - Sales, Net Tncome (NI) and
adjusted EPS (EPSAD)., To allow inter-industry comparisons, a group of thirty
five compznies belonging tQ only six industries is uged. Each indus-
try includes at least five companies. The industries are (2-digit
SIC classification) 10,20,28,29,33 and 35 (for industry names see
Chapter II). Market and industry indices are constructed from the
COMPUSTAT=-industrial file for the available period - March 1964 to
December 1972 (for their description see Appendix F). All the
.series are deseasonalized by the X-II Program (see Appendix C),
‘The approach used to measure the commonality of quarterly results
between the individual firm, its industry and the market is similar
to that used by Brown and Ball (1967). Basically the method involves
three sets of regression equations The regression between the industry
and the market, the regression between the individual firm and the
market, and the regression between the individual firm, the market
and the industry effect unexplained by the market (the residual

from the first regression).12 In notation form:

125 strict application of the least squares model would require that the
market and industry indices should in every case exclude the firm
against which they are regressed. Practically, however, the nuisance
effect introduced by not doing so is negligible.
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k k
LI, = ot+fM, + €

2. Flzt =&K' +BMy + uye
Kk " " k

3. Fip = +ﬂ M + € + (ie
where F,I,. and M denote the firm, the industry and the market,
respectively; i i5 the firm index, k - the industry index, t ~ the
time and 6,,/( and € disturbance terms. Ball and Brown applied
this model to the earnings of 316 firms drawn from the COMPUSTAT
tape for the nineteen years 1947 to 1965. Some of their major
findings are reproduced in Appendix M,

Tables 10 and 11 list the main results.13 The correlation
between the industries and the market is generally strong. In
particular, the sales in every industry are highly correlated with
the sales of the market. The correlation is somewhat weaker for
the earnings variables and in particular for two industries - 10 and
33. The same ‘trong association between individual industries and
the market has been reported by Brown and Ball. The commonality in
Net Income is stronger than the commonality in EPSAD and again a
similar pattern was discovered by Brown and Ball: The correlation of
the industries with the market was stronger for Operating Income (which
is the closest measure to Sales) than for Net Income and was still stronger

for Net Tncome than for EPSAD,

13
‘«Orchutt iterative technique (see Cochran-Orchutt :(1944) is
used to remove the autocorrelation which was present in most of the
deseasonalized quarterly series. The results shown are after the
application of this technique., The results before the elimination
of the autocorrelation (shown in Appendix N) however, lead to the
same conclusions,



80

TABLE 10

Coefficient of Simple correlati n between Industry Indices
and the Market Index by Variable™

Industry Variable

Sales NI EPSAD
10 .963 .819 .817
20 .987 .978 .966
28 - .992 .981 .950
29 .99 .973 941
33 .866 . 640 .662

TABLE 11

Coefficient of Determination - Summary Results for
the 35 Group of Companies by Variables and Tndustry™*

Tndustry Average 2 (firm,market) Average Multiple R2( irm, k,.arket
Sales _ NT EPSAD Sales NT EPSAD
10 .624 .571 547 .687 .654 .613
20 N.A. «574 . 545 N.A. .609 «575
28 . 940 .670 .635 .941 .612 .650
29 . 947 .523 475 .955 .562 .538
33 .728 «339 .283 .669 .576 499
35 .918 .726 .696 .918 . +743 .782
All group  .782 565  .528 844 .629 .608

* i .
Coefficients are after the application of Cochran-Orcutt iterative
process to the regression equationms,
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Table 11 presents summary results of the association between
the firm, its industry and the market for the group of thirty-fiive
companies (from six industries) On the average, about 56 percent of
the variability of a firm's
with the variability of the market average. Also on the average,
an additional 7 percent can be associated with the industry average.
Brown and Ball's results for this variable are almost identical --
55 percent and 14 percent respectively (see Appendix M).

The different degrees of association found for Sales, Net Income
and EPSAD are intuitively clear: The earnings variables are a function
of both sales and expenses. While some association probably exists
between the costs of the firm,its industry and the market (due, for
instance, to inflation), this component of earnings is quite often
unique to the firm (location, cost structure) or to its industry
(capitcal intenéity, concentration, regulations, etc.). Consequently
earnings of individual firms are expected to be less correlated with
the market than sales. The above explanation is consistent with and
.supported by an additional finding: While the market factor is
clearly stronger in explaining sales of individual firms than in
explaining their earnings, the industry factor is somewhat stronger
in explaining earnings. Brown and Ball found that cperating
income, their closest measure to sales had the strongest market
factor and at the same time, the weakest industry factor.

The lowest degree of assocation between the firm, its industry,
and the market is found in EPSAD, Unlike the Net Income variable
which contains 2 clear trend, EPSAD is a deflated variable whose
deflator depends heavily on the firms decisions (issuance of new

stocks). Although these decisions reflect market conditions they



82

are not necessarily common, in terms of both timing and extent, to
all firms in the market or even to all firms in the same industry.
Perhaps the most significant implication of the above results
is that despite the shorter measurement period (and hence the greater
effect of random disturbances), the measurement problems and the less
stringent accounting standards associated with quarterly reports, they,
nevertheless, appear to reflect the same economic factors found to
affect the annual accounting numbers. Tt does not follow, however,
that quarterly accounting measures of income are adequate in terms
of their definitions of income; rather, these desired properties of
quarterly numbers should be viewed as only necessary condition for a

good measure of income.



CHAPTER V

THE PREDICTIVE ABILITY OF OUARTERLY REPORTS
RESULTS AND ANALYSIS!

Overall Performance

Accounting~based models ~ annual vs. quarterly

As already explained in Chapter IV (p. 26) the comparison
between the performance of quarterly and annual models gives a
measure of the gross informational content of quarterly reports.
The results of the present study seem to concur with those of
earlier studies. On the average, the quarterly predictions
(set Q) perform better than the annual predictions (Set A).
Table 12 presents the results for the entire sample and for
six industry groups (which include thirty-five of the fifty
companies), under two loss functions - the squared error and
the relative (percentage) absolute error.2 The average
relative absolute error of the annual set of models is 20.60%
while the average error for the quarterly set is only 14,91%.
The quarterly models outperform the annual in each of the six
industries. The most inaccurate predictions are made in

industry 33. The reason is probably the numerous cases in

1
Unless stated otherwise, the results reported in the
chapter are based on the initial set.of models (for their

identification, see Appendix P).

2The results produced under the first four loss functioms
(see Chapter II) are very similar. Therefore only the results
for the relative absolute error and (sometimes) the squared
error are presented.

83
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TABLE 12

Average Error® for Quarterly and Annual Models by
Loss Function and Industry

- Squared Error Relative Absolute Error
(loss functional) (loss function 4)
Q. A _Q A
All Sample .235 .582 14,91 20.60
Industry
10 .179 .552 13.60 23,55
20 .055 .088 10.29 11.29
28 .098 .170 7.65 10.51
24 .092 111 8.87 12,47
33 1.075 2.996 30.02 38.93
35 .100 . 277 11.52 18.87

*Simple average.
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which companies in this industry reported negative quarterly
and annual EPSAD3 which caused the naive models to produce
poor forecastsa. Consistent application of the same models
in all periods, however, is essential to the methodology used.
Indeed, when the computations excluded companies which
experienced at one time or another negative earnings, the
average relative absolute error for the sample decreased to
9.40% and 13,90% for sets Q and A respectively. The
superiority of the quarterly over the annual set is universal and
significant. The Pitman test applied to the average squared
error (loss function 1) discloses that in thirty-nine companies
the difference between the errors produced by the two sets
is significant at the '99% level :in.other two companies the
difference is significant at the 99% level
"companies the annual set outperforms the quarterly set (for a
breakdown by company see Table 32, Appendix R). On the
cross-sectional level, the duarterly predictions are more
accurate than the annual predictions for every year of the
twelve year period (See Appendix S).

The use of other statistics yield similar findings. Table

13 .presents summary results for various rank measures.

31n fact, all six companies in industry 33 experienced
negative earnings at least once during the survey period. In
the sample, there are fifteen companies that fall in this
category.

4Although prediction models using ratios that became
meaningless or undefined when earnings are negative are not
applied to companies which reported such results, large
inaccuracies could still be produced (consider for instance
the effect of negative EPSAD on the performance of additive-trend
models like 1, 2, 14 or 18 detailed in Appendix O.
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TABLE 13

Rank Measures

Based on the Squared Error

Statistic Set Set A
Average rank of error
(rank averaged over all company- 2.1 2.9
periods)
Average rank of company mean error 1.4 3.3

Average number of times first
(out of 36 prediction periods) 16.8 6.1

NOTE: Ranks are based on a four-way comparison of sets Q, A,
MA and MQ (average rank for all sets is 2.5).

Again, like the results based on the.error measure, the
averages above, which are independent of the size of.the
difference in the errors, reflect a consistent pattern overtime
and across companies with almost no exception. Application

of the non-parametric sign test to the paired ranks shows that
the differences are significant at the 99% level (for a
breakdown by company, see Table 33,  Appendix R).-

mentioned before, were expected and concur with previous
studies, The superiority of quarterly over annual prediction
models pmight be related to several factors. First, there could
exist of murse a real informational content in quarterly reports
which would tend to result in accurate annual

earnings. Second, being made for shorter period, the
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quarterly forecasts are inherently more accurate. While

the annual forecast predicts a period of one year in the future,
quarterly forecasts are, in fact, made for periods ranging
from nine months (predictions following the first quarterly
report)_to three months (predictions following the third
quarterly report). Although this in itself does not
necessarily mean that annual forecasts are less accurate, one
would expect just that if quarterly reports do not have a
misleading content.5 Finally, estimates of parameters used
in prediction models are more reliable when based on more
observations, Quarterly data consists of more observations
than the annual data, thus making it possible to estimate the
required parameters more accurately.6 An attempt to discern

the first two factors is made in this chapter.

Annual accounting-based models vs. macro models

It appears that for individual companies, there is on the
average only a slight improvement in earnings forecasts due to

the use of macro economic data (set MA), It does not follow

51f the results in the four quarters, Q1 , Q,, Q% and Q,

are four independent random variables, then the annual result,
which is their sum, has larger variance (and is therefore less
predictable) than a sub-period since

~ ~ §;
Var {iéi_l Qi = ié-l Var Qi < Var g

~ N ~
= T Var

14 =15, 13N 4).

6However, because of the existence of seasonality the
relevant quarterly time-series is based upon past observations
of the same quarter rather than on a series containing all four
quarters.
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however, that this data is incapable of improving considerably
earnings forecasts of some companies or of all companies in
some periods, It only means that there is no noticeable
difference between the average performance ~ over periods and
companies, of the two sets. It should be noted however that
while the annual set (A) comprises five alternative models the
macro economic set (MA) despite using four alternative variables
employs only one prediction formulation., The slight improve-
ment attributed to macro data is thus a lower limit to their
contribution.

The average relative absolute error for set MA is 19.83%
compared to 20,60% for set A. This difference is insignificant
and the results are eventeversed under the squared error loss
function, Nevertheless, in a majority of the companies (twenty-
eight) the average absolute error is lower for Set A. Also,
industry 29 demonstrates a clear dominance of set MA over set
A (both in terms of number of companies and of average error).
'Furthermore,as shown in the next section, macro economic data
do significantly improve forecasts made after the first quarter.

For detailed results and a breakdown by company see Appendix R,

Quarterly accounting based models vs. quarterly macro/accounting

Models

This comparison between model sets Q and MQ reflects the
average incremental contribution of quarterly reports. Like
the previous comparisons, the resulﬁs are in the form of an average

over the three quarterly predictions (predictions are made
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after the first, second and the third quarters.)

As reported in the preceding section, the addition of
macro-economic information makes little improvement in the
accuracy of earnings forecast. The comparison Q-MQ would
therefore measure the gross and possibly the net contribution
of quarterly accounting reports. Table 14 shows the
comparative results for sets Q and MQ, under the two less

functions - the square error and the relative absolute error.

TABLE 14

*
Average Error for Quarterly Accounting and Macro
Models by Loss Function and Industry

Squared Error Relative Absolute Error
(loss functional) _ (loss functional)
Q MQ Q MO

All Sample ° .235 429 14.91 - 17.50
. Industry

10 179 .381 13.60 19.87

20 .055 .068 10.29 10,35

28 .098 .151 7.65 8.92

29 .092 .058 8.87 9.56

33 1.075 2.419 30.02 39.02

35 .100 .194 11.52 15.27

*Simple average

Except for industry 29, set Q performs clearly better than set
MQ. Tests for individual companies show that the average
squared error of set A in thirty-nine companies (the difference
is significant at the 99% level for twenty-seven companies and
at 95% level for another six companies). The various rank

statistics presented in Table 15 point to the same conclusion.
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TABLE 15
RANK MEASURES
Based on the Squared Error

Statistic Set O Set MQ

Average rank of error (rank averaged

over all company-periods) 2.1 2.4

Average rank of company means errors 1.4 2.1

Average number of times first

(out of 36 prediction periods) 16.8 6.0

Note: Ranks are based a four-way comparion of sets Q, A,
MA and MQ (average rank for all sets is 2.5).

Quarter by Quarter Performance

The overall performance of the quarterly model sets is an
average over the three predictions made annually after each one
of the first three quarters. Such a compafison yields an almost
obvious finding that quarterly models outperform annual models.
However, it cannot reveal the incremental improvement due to
each of the quarters nor does it show the relative efficiency
of different model sets after each of the quarters., Such a
knowledge however is important in evaluating the informational
content of alternative inputs.. Table 16 presents the average
error associated with the four model sets after each of the

quarterly predictions. As one would expect the quality of the
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forecasts improves monotonically as the forecasting time
approaches the end of the year. The annual set (A) produces
one prediction at the beginning of each year and the forecast
error is therefore the same throughout the year.

The. continuous increase in forecasting accuracy is common
to most companies and to all six industry groups. Furthermore,
the phenomenon of error reduction over time exists throughout
the entire predicted period of 1961 to 1972, (For detailed
results of individual companies and industries see Appendiges

R and S).

Quarterly Accounting~based models

Table 17 describes the reduction in the forecast error
over time by industry. The second quarter reduces the average
relative error from 18.79% to 14.97%; the error further decreases
to 11,00% following the third quarter prediction. The trend of

error-reduction over time is found in all industries.

TABLE 17

%
Average Relative Absolute Error  of set Q at Different
Times of Prediction by Industry

Prediction made after the:

All First Second Third
Quarters Quarter Quarter Quarter

All Sample 14,91 18.79 14,97 11,00

Industry

10 13.60 18,19 14 .47 8.17

20 10.29 12,93 10,70 7.24

28 7.65 10.41 7.76 4.82

29 8.87 13.58 7.54 5,50

33 30.02 37.49 30.43 22,30

35 11,52 15.60 10.85 8.14

*Simple average.
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The degree of improvement between the first and the second quarters
and between the second and the third quarters is very much the
same (in absolute terms) for the total sample and for individual
industries. The error reduction is evident in virtually all
companies. In all fifty companies (!) the error decrease from
the first to the second quarter predictions) and in fifty-seven
companies an additional error reduction results from the third
quarter prediction. Similar results are reported by Coates
(1973); In twenty-five out of twenty-seven companies sampled the
average error decreased monptonically over time (Ibid,,p.l44)
The reduction in the error for the individual company is

statistically significant (Pitman test is applied to the squared

. In_error .
errors). The reduction between the first and the second quarters

is significant at the éSZ level in thirty-seven compapies (out
of fifty); the reduction in error between the second and the third
quarters is significant at that level for thirty-four companies

(out of forty-six companies in which such.reduction occurred). For

breakdown by company see Tables 34 and 35 in Appendix R.

Quarterly macro-based models

In an earlier comparison between the annual accounting based
models (set A) and the quarterly macro-based models (set MA),
the results were inconclusive or at least pointed to the fact
that on the average thc quarterly macro information does not

contribute significantly to the accuracy of forecast of company
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earnings. This is reflected also in the incremental contribution
of the macro-economic data, The findings indicate that the
addition of quarterly macro-data does not meaningfully improve
the forecast, In some instances the contribution of the most
recent quarterly information is nill, The breakdown into
industries points to the same minor quarter-to-quarter improve-
ments, Examination of the individual companies reveals that
in twenty-four companies the average squared error associated
with predictions produced by set MA monotonically decline over
the quarters, although the error reductions are small and
significant, In fifteen other companies there is no reduction
or increase of accuracy over the quarters and in the remaining
eleven companies the error even increaées on the average. For
detailed results and a breakdown by company see Table 32 in

Appendix R,

Quarterly macro/accounting models

The set MQ makes use, in each quarterly prediction, of the
most recent macro data and of past quarterly accounting data
(excluding the most recent quarter). It follows that beside the
macro-economic data the first quarterly forecast employs only
annual accounting data. The second quarterly prediction uses
annual accounting data plus the first quarter accounting
information, The third quarter forecast uses second quarter

accounting information (for a description of set MQ see Appendix 0).
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This means only that accuracy improvement from the first quarter
to the second quarters reflects the introduction of the first
quarter results and similarly improvement in accuracy between
the second and third quarters forecasts reflects the addition
of the second quarterly report. Although the set MQ relies

on a single forecast formulation the results presented in Table
18 are generally the same as those reported for the quarterly
accounting-based model. ‘Namely, there is a distinct reduction
in the forecast error from quarter to quarter, a phenomenon

common to all industry groups.

TABLE 18

*
Average Relative Absolute Error of Set MQ by Time of
Predictions and Industry

Prediction made after the:

All First Second Third
Quarters Quarter Quarter Quarter

All sample 17.50 19.82 17.78 14,98

Industry

10 19,87 23,05 20.01 16.66

20 10,35 11.60 10,64 8.83

28 8.92 10.60 9.39 6.80

29 9.56 11,73 9.65 7.31

33 39.01 39.21 40,75 37.43

35 15.27 17.41 15,92 12,55

*Simple average

The error reduction is larger between the second and the third
quarter than it is between the first two quarters., This bears

on the comparative marginal contribution of the first and the
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second quarterly reports. It appears that the second quarter
accounting information has greater impact on the forecasts accuracy
than the information of the first quarters.. This fact is also
reflected in the number of companies for which the error reduction
is significant, Only twenty-seven companies experience significant
error reduction (95%_1eve1) between the first and second quarter
while thirty-seven companies experience such a reduction between

the second and the third quarter. Moreover, seven companies

show an increase in the error between the first and second quarters.
These findings are further explored in the next section,

An alternative way to present the superiority of different
model sets at different poinﬁs of time involves the use of an
ordinal statistic - "The number of times best'", Summarizing this
statistic for every model set over all periods and companies
(1800 observationg) the probability of any model set to out-
perform the rest can be computed for all predictions and for
predictions made after each of the quarters. Table 19 which
presents these probabilities offers another dimension of the
comparative errors shown in Table 16,

TABLE 19

Probability of Dominance in a Given Period by
Quarters and Model Sets

Model Set
Total Q A MA MQ
All predictions
1.00 A7 .17 .16 .20
Predictions made after:
First Quarter 1.00 41 .23 .21 .15
Second " 1.00 48 .15 .15 .22

Third " 1.00 .52 .13 .13 022
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The quarter-to-quarter improvement in the accuracy of the
quarterly set (Q) ié reflected in the increase in the probability
of this set to become the best as the year progresses. The
annual model (A) which has a dominance probability of only .23
after the first quarter is even less likely to be best after the
second aéd the third quarters (probabilities of .15 and 13 re-
spectively). Although the probabilities vary somewhat over the
twelve-year survey they appear to be relatively stable.

Detailed results are presented in Table 33 in Appendix R.

Measures of the Marginal Contribution of Quarterly
Reports

The measure Q-A represents the total improvement in earnings
forecasts made by the addition of quarEerly accounting information
to the annual reports. As could be expected the average error
decreases significantly when models of set Q rather than of set A

are employed in the forecasts (see Table 16). The
incremental contribution of each of the three quarterly
reports to the accuracy of the earnings forecasts is of

more interest and can be assessed through the comparisons Q(1)-A,
Q’1)-Q(2) and Q(2)-Q(3), respectively. Table 20 summarizes the
results for one loss~function,the relative absolute error. The
percenﬁage of error reduction due to the first quarter is smaller
compared to the reductions attributed to the second and the third
quarters, Only in twelve companies the forecasts based on the
first quarterly report are significantly more accurate than those

based merely on past annual accounting data.7
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TABLE 20

Total Reduction in the Average Error’ Due to New
Quarterly Accounting Tnformation
(As a percentage of the initial error)

Number Number of companies
of companies with signficant
Error with error-reduction

Comparison Reduction(%) error-reduction (95% level)

First

Quarterly

Report Q(1)-A 8.8 37 12
Second

Quarterly

Report Q(2)-Q(D) 20.3 50 37
Third

Quarterly
Report Q(3)-Q(2) 26,5 ) 48 34

*Simple average over the sample of the relative absolute error,

It would be instructive at this point to compare the above
findings with the results reported by other studies.8 Green
and Segall (1966) base their results on the average performance
of several forecast model applied to all companies in the
sample. They conclude that "the first-quarter reports as
presently prepared, are of little help in forecasting annual EPS"
(1bid.,p. 55). This conclusion is not supported by two other

studies which use a similar approach - Brown and Niederhoffer (1968)

The use of the squared error produced somewhat different per-
centages; nevertheless, it indicates the same relation between the
incremental contributions of the three quarters,

8As noted already the comparison is imperfect due to differences
in methodologies. For e brief discussion of the methodologies used by
other studies see Chapter 1, The methodology employed in this study
is outlined in Chapter 1V,
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and Reillly et al. (1973). Brown and Niederhoffer
find that '"the quarterly predictions as a group generally were
superior to the annuals as a group" (ibid, p. 446). Reilly et al,
conclude that the first quarter EPS models performed somewhat better
than annual models, A careful analysis of their results, however,
show; that the first-quarter error-reduction when measured by the
comparison between the best quarterly and annual models is clearly
smaller than the error reductions in the second and third quarters,
For example, from Table 1, 2 and 3 of Brown and Niederhoffer study
it can be learned that the average relative error-reduction (based
on the percentage relative error) for the period 1963 to 1965 is
13.7% in the first quarter, 20.5% in the second quarter and 33.4%
in the third quarter. Similarly, Tables 1 and 2 in the work of
Reilly et al. show no improvement in the EPS forecast in the first
quarter of 1967 compared to 17.6% error-deduction in the second
quarter, Coates (1973) findings, do not point to a significant
difference between the incremental contriBution of the different
quarters, From Table 2 (ibid, p.l44) it can be learned that
the average error reduction in his sample (the error-measure selected
is the mean~squared deviation) is 28.3%, 28.9% and 36.5% after
the first, second and third quarter, respectively, Barnea et al
(1972A), find that market reaction to first quarter announcement
is weak and in fact, insignificant, while market response to the
second and'third quarterly reports is discernable and significant.
This study's results coupled with the aforementioned empirical

evidence point to the relative inferiority of the first quarter
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‘as a predictor of annual earnings and consequently to its mild
effect on market beﬁavior. One possible explanation for these
results is the high volatility found in the accounting numbers of
first quarter1; reports (this finding is reported in Table &
and Iin the pursuant discussion in Chapter 1IV). For companies
with sea;onal earnings (and most of them have seasonal earnings-
see Appendix E) such volatility would imply potential difficulties
is employing seasonal prediction models which assume stable
seasonal pattern.9 |

As discussed earlier (pp. 25-27), the incremental value of
quarterly reports can be evaluated only after considering the
contribution of non-accounting information available at the
time of the forecasts. Company-related and economy-related
information are presumably used by investors in complement to
accounting reports. As a result, the comparisons presented in
Table 20, should be viewed only as the upper limit for the
contribution of quarterly accounting reports., For reasons
discussed in Chapter IV (pp. 245, only the effect of macro-
economic variables on the forecast accuracy is being considered.
Set Q uses all quarterly accounting data up to and including the

most recent quarter. MQ does not make use of the most recent

9A different and somewhat speculative explanation for the in
significant market reaction following the first quarterly announce-
ment (reported by Barnea et al.) is the proximity of the first-
quarter report to the preceding annual announcement. Existence of
transaction cost might prevent investors from frequent changes in
holding; therefore if some investors revised their expectations and
portfolio following the annual announcement, they are less likely to
be engaged in another major holding clhiange two months later.
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accounting quarterly information; instead it uses recent macro-
economic data as the only source of information about this quarter.
The "marginal” contribution of quarter n to the prediction of annual
earnings can thus be evaluated through the comparison Q(n) - MQ(n).
Table 21 presents a comparison of sets MQ and Q. The reduction in
error represents the improvement in forecast accuracy attributed
exclusively to accounting information contained in the quarterly
reports. Two findings emerge from the table: (1) quarterly accounting
reports do have an informational content not conveyed by contempor-
arous macro-economlc data and (2)'the "marginal' contribution of the
first quarterly report to annual earnings forecast is considerably
smaller than the contributions made by the second and the third
quarterly reports. Examination of industry sub-groups lead to
similar findings (see Table 38, )

It is aﬁpropriate at this point to briefly reiterate some
of the qualifications concerning the above results. The "marginal®
contribution of quarterly reports, although more meaningful as a
measure of informational content than their total contribution,
ié but an upper limit of their usefulness. Only one alternative
source of information is being considered the macro-economic data.
Furthermore, the set MQ which incorporates the macro variables
is represented by a single model formulation, which might affect
its performance relative to set Qlo. One implication of those

qualifications is that the true marginal improvement due to the

first quarterly report might be smaller than the one observed,

1OThis effect 1s somewhat moderated by the fact that the MQ set
employes the best of four macro-economic variables; also strictly
speaking, the comparison of models is not between the best model in each
set but rather between models which were best in prior periods. It
should be noted in addition that despite its single representative,
set MQ performed better than the annual set, represented by five models
~£+~w maanh Af the three quarters.
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possibly even zero. Again, one can relate this tentative
conclusion to the relatively high volatiljity of the first quarter

which tends to impair its predictive power.

Performance Relative to The Length of
the Forecast Period

The results,that forecasts of annual earmnings improve as the
forecast period shortens, seems natural. In particular, if the
four quarterly earnings numbers are assumed to be independent
variables, the variance of the annual earnings given some interim
result would be smaller than its unconditional variance. Under

the assumption of independence
V(A) = \(’5’1) + V@, + V(’({3) + v(<3’4)

where & and'a; denote the random variables of annual and quarterly
earnings. The variance of the annual earnings can serve as a
ﬁeasute of its predictability. The larger is the variance the

more difficult (and therefore less accurate) is the forecast. By
the time that the results of the first quarter are reported, the
forecast period becomes nine months (three quarters). The variance

of the earnings in the remaining part of the year is
~ o~
VA =q) = V@) + V@, + V@) v,

In general, if the information contained in the quarterly reports
is at least notmisleading, forecast accuracy is expected to increase
as new quarterly information arrives. It is therefore useful

to examine the performance of forecasts made after each quarter
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relative to the length of the corresponding forecast period or to
what appears to be even more meaningful - the earnings yet to be re-
ported. Loss functions 5 and 6 measure the squared error and the
absolute error, respectively, divided by the fraction of the annual
income gti1l unearnedatthe time of the forecast. The sample

results for loss function 6 are reported in Table 22.

TABLE 22

Average Time-Relative Absolute Error* (Loss Function6)

For Quarterly and Annual Models, by Quarter

Forecast Period

Model Set 4 Quarters Last 3 Quarters Last 2 Quarter Qﬁ:izer
A 20,60 - - -
Q(1) ' - 20.17 - -
Q(2) - - 21.40 -
Qa(3) - - 24.61

*
Simple average.

The relative accuracy of sets A and Q(i) are not considerably
different. However, the second quarter predictions are of a
lower quality and the third quarter predictions have the largest
relative error. The size of the errors reported in Table 22 is a .

function of two elements- the predictive ability of the quarterly

(or annual) numbers and the predictability of the forecast period.

It is hard to separate the two factors; however, 1f equal
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predictability of different interior periods is assumed, the
differences between the errors of Table 22 would reflect only on
the predictive ability inherent in different sets of prediction
inputs. The conclusion would then be that the first quarter

better predicts the last nine months than the second quarter
predicts the last six months of the year,and that on the average,
annual models outperform quarterly models. This interpretation
sheds a different light on earlier findings of the study (as well
as on results reported in other works) about the performance of
annual vis-a-vis quarterly models., However, the underlying
assumption that all quarters are equally predictable is not reasonable.
As reported in Chapter III the volatility of the first and the last
quarters is significantly higher than that of the second and

third quarters. Since the performance of any naive prediction
depends on tﬁe stability in both the input period and the

forecast period, one would expect that predictions of the first

and the fourth quarter as well as predictions made on the basis

of the first quarter should be relatively inaccurate. In fact,
tﬂe latter is exactly one of the findings reported earlier;
furthermore, predictability of the first and fourth quarters can
be derived from Table 22, 1If equal predictive ability of different
input sets is assumed, the differences between the errors therein
would reflect only on the predictability of different quarters.
Specifically, the 24.61% error would be the measure of the

predictability of the fourth quarter; the 21.407% error, the
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measure for the predictability of the third and fourth quarter
combined,.etc. The predict‘Bility of the four quarters
(as measured by the error in predicting each) would therefore
be 21.88, 17.71, 18.20 and 24.61, respectively,’t
These relationships between the predictability of the four
quarters match rather well the relationship between their
volatility {see for example Table 4 in Chapter III). These
results, to be sure,are based on the assumption that the
differences in the relative errors presented in Table 22 can be
attributed exclusively to differences in predictability of
the forecasted quarters. Although it is impossible within the
present methodological framework to quantitatively separate the
effects of predictive ability from those of predictability,it is
névertheless more reasonable and more consistent with prior
evidence to assume that the results furnished by Table 22 bears

more on the predictgbility of different interim periods than

on the predictive ability of different quarterly reports.

1

To derive these values an additional assumption - that the
annual earnings are evenly distributed over the quarters - is
necessary.
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Performance in Predicting Portfolio Earnings

The accuracy with which different prediction models forecast
earnings of individuél companies is not the only or necessarily
the most important test of their performance. Some models which
predict well individual company earnings might perform poorly when
their predictions are aggregated to produce a portfolio earnings
forecast.. Poor performance of a model in predicting portfolio
earnings could result from a systematic bias in prediction
(independent of efficiency); alternatively, it could result from
positive inter-company dependence of contemporenous errors
(for a discussion on the effects of a portfolio aggregation on
forecast performance see Chapter II, pp.38-40). To explore the
effectiveness of different sets of models in predicting portolio
earnings, a portfolio consisting of the fifty company sample is
constructed. Predicted earnings of individual companies made
by each of the sets are aggregated to produce the pgedicted earnings
of the portfolio. The accuracy of the laﬁter under alternetive
sets of modéls is compared and analyzed (for a flow-chart of the
computer program see Appendix Q).

Table 23 presents the average error associated with the
four sets of models after each'of the quarterly predictions,

Several findings emerge from the Table. The errors in
predicting portfolio earnings are much smaller than the errors
in predicting earnings of individual companies. This is
apparently a result of the offsetting effect on the error from

aggregating predictions across companies. A striking result

is the strong performance of the macro-economic models (sets MA
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and M0V, These sets are not effective in predicting earnings
of individual companies: both sets hardly outperform the annual
accounting set-A compare for instance the errors produced by
MA and MQ (1) to those of set A in Table 16). When applied to
portfolio prediction they nonetheless outperform the annual
and in the first quarter also the quarterly accounting models.
The difference between the average squared error (over the
three quarters) of set MA and that of set A (.031 and .014
respectively) 1is significant at the 997% level. Moreover, the
performance of the macro models in the first quarter is at par
with the performance of the quarterly accounting models (or even
better if judged by the squared error results). Examination of
the average rank of the model sets over the thirty-six predictions
yields similar results. Table 24 presents summary results for
two rank measures, the average and the probability of dominance
(an equivalent to the statistic "number of times best"), There
is a significant difference (95% level) between the average rank
of the four sets (Friedman test). The annual accounting models
are inferior to macro models in each of the quarterly predictions.
The quarterly accounting model do not seem to outperform the macro
models in any quarter. An application of the Sign test indicates
that the macro set, MA, significantly outperforms the annual set
and is at par with the quarterly set (95% significance level).

The superisity of the macro models could be explained by

the fact that on average, earnings of individual companies
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tend to move in consonance with the economy. Indeed, the application
of a naive macro model might produce large errors in forecasting

the income of an individial company. However, because of the
co-movement of earnings of individual companies with the economy

the sign of such an error is expected to be random. Therefore,

when aggregated across companies, overstated forecasts would tend

to offset understated forecasts so that the portfolio forecast is
generally unbiased. This property of unbiasness is apparently
subdued in the accounting prediction models.

The marginal contribution of quarterly accounting information
to the accuracy portfolio forecasts can be assessed by the com=-
parison Q-MQ. The pattern revealed is the same as that found
for individual companies. The contribution of the first quarterly
report is marginal (or non-existent if judged from the results
based on the squared error) while the contribution of.the second
and in particular the third quarterly report is considerable.

An examination of the time-relative performance of the
models discloses that, similar to the case of individual companies,
there is a difference between the predictability of different
periods which in terp affects the predictive ability of the
three quarterly reports. The relative absolute error is
predicting the portfolio ~ EPSAD is 6,24% for set A, 5.51% for Q(1)
5.03% for Q(2) and 8.77% for Q(3). If the difference in errors
is attributed entirely to differences in the predictability of

the respective forecast periods (i.e., the last three quarters
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for Q(1), the last two quarters for Q(2), etc.) then the difficulty
in forecasting the last question would be related

to the 8.77% error. Similarly, the difficulty in
forecasting the third second and third quarters as derived

from able 23 1.28%, 6.47% and 8.44%,respectively. These
results are in line with the findings that the first and the

last quarter’s results are highly volatile over time and there-

fore difficult to predict.

An Extension: Sensitivity of the Results to the
Inclusiveness of the Model Set

The presumption underlying the use of the prediction models
is that they simulate to a degree, investors techniques of earnings
forecast. There is a large number 9f4naive models which can
be used to extrapolate from past data. . Furthermore, the exact
nature of the earnings process which the models try to reflect
i8 yet to be studied with rigor. The present study, although
c;nsidering comparatively large number of models must still be
confined to a limited set. Thus,a question can be raised regarding
the inclusiveness of the selected set of models and especially the
sensitivity of the .results to the particular set -selected.

In this extension an attempt is made to expand the original
model selection by adding several models to some of the model sets.
The accounting based models added are identified in Appendix P
and detailed in Appendix O. In addition, Models 28 to 31,.deta11ed
in Appendix O, are added to the macro set, MA, Although naive
in the sense that they rely solely on past data, the new models

are genefally more sophisticated. This 1s particularly true
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for the regression models which employ a polynominal function of
12

time. The introduction of the regression models followed

them observed fit to the earnings time series of most companies

(see Chapter 1IV), Table 25 presents the results for the

sample.
TABLE 25
AVERAGE RELATTVE ABSOLUTE ERRNR* BY MODEL
BY MODEL SET AND TIME OF PREDICTION
(extended set of models)
Predictions made after
Model
Set All quarters First Qtr. Second Otr, Third Qtr.
Q 11,99 14.72 12,15 9.11
A 15.73 15.23 15.73 15.73
HA 19,90 19.98 19.83 20.00

MO 17.50 19,82 17.78 14.98

*
Simple average.

éomparison of these findings to those presented in Table 16
indicates an increase in accuracy of forecasts ﬁroduced by
the accounting-based sets (0 and A) to which most of the new

models were added., (TFor detailed results see Appendix T).

The consequential contribution of macro data in predicing annual
earings of individual companies seems to disappear when tye
accounting-based models are selected from a wide set of m;dels,
containing some semi-naive formulations (such as regressions).
Indeed, a further look at the performance of the accounting-based

models reveals that in about 907 of the predictions, the

representatives of sets Q and A (the models which performed

12Elt:on and Gruber (1972), too, use a time-series
regression (although a simpler one) as one of the "technical"
(naive) forecast models.
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best in the last base period) are the regression models (models
number 13 and 23 in Appendix 0). It could therefore be concluded
that the regression models alone outperform the naive macro-
economic models, One might legitimately wonder whether the
polynomial regression models whose parameters are updated every
year or every quarter, are really"starting points for many
investors" as Green and Segall (1967) perceived the role of
naive models (ibid p.45) or rather, sophisiticated models which
are beyond the reach of most investors. Whatever is the answer
to this guestion it is clear that carefully built forecasts
utilizing only past accounting data can achieve a remarkable
degree of accuracy.13

It is interesting to note that the relative contribution of
different quarters does not change as a result of the application
of an extended set of models. From Table 25 it can be learned
that the percentage reduction in error due to the first quarterly
report is 6.4%, due to the second 17.5% and due to the third
quarterly report 25.2%. Again, the first quarterly report
shows..the least predictive power.la’

The extended set of models is applied to predict portfolio
earnings. The results are furnished in Table 26. Notably,

despite the introduction of powerful accounting-based models, -

the macro-based models retain their superiority over the annual

13The conclusion is reached also by Elton and Gruber (1972)
who compare technical predictions with financial analysts forecasts.

14The "marginal” contribution is equal here to the gross
contribution because the macro-economic models do not make an
ineremental contribution.
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accounting set, and in the first gquarter even over the quarterly
accounting set. The inevitable conclusion is that macro-
economic variables although clearly inferior to accounting
variables in predicting future earnings of individual companies
are extremely effective when employed in forecasting portfolio
earnings. -
TABLE 26
AVERAGE RELATIVE ABSOLUTE ERROR* IN PREDICTING PORTFOLIO

EARNINGS BY MODEL SET AND TIME OF PREDTICTION
(Extended set of Models)

Model Predictions made after
Set All quarters First Qtr. Second Qtr. Third Qtr.
Q 2.62 3.60 1,93 2.34
A 4,20 4,20 4,20 4.20
MA 3.46 3.34 3.33 3.70
MQ 3.81 4,32 3.93 3.70

*Simple average.

An Extension: The Sensitivify of the Resu1t§
to Company Size

As indicated in Chapter 1T, the sample selection criteria
result 1in a sample composed of relatively old and established
companies, This 1is a common result in studies requiring long and
continuous time-~series data. Consequently, there is always a
danger that the findings will be biased. Specifically, large
and old companies might be more conscientibus about the quality
of their quarterly reporting than smaller and younger companies.
Furthermore, the seasonal pattern, the stability of which is a

determinant in forecast accuracy, might be still vague in younger
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companies. 1t follows that results based on such a sample might
overstate the contribution of quarterly reports, The existence

of that bias was examined to some extent by Brown and Niederhofer
71968, p. 495) who found that with respect to performance of naive
prediction models the COMPUSTAT Companies are fair representatives
of the uni;erse of companiés. In any event, it is felt that at
least tentative look into the effect of company size on the results
of the present study is warranted. The exémination of this effect
is carried out by dividing the fifty-company sample into two equal-
number .groups of '"large'" and '"small" companies, The :size measure
chosen is the value of total assets as of December 31, 1972 (the
median of which is about $500 millions). The selection of the
size measure and the cut-off value is arbitary. Nevertheless, it
provides a useful starting point.

The companies included in each class are distributed fairly
equally among the industry groups. The results presented in
Table 27 indicate that there is no difference in forecast accuracy
of various models between large and small companies.

TABLE 27

AVERAGE* RELATIVE ABSOLUTE ERROR
BY MODEL SET AND

Model Set Small Companies Large Companies
Q 14.37 15.47
A 21,20 19,97
MA 20.12 19.52
MQ 17.75 17.24

*Simple average.
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It should be emphasized that the above does not constitute
a direct test of the effect of company age (independet of size)

on the predictability of earnings.



CHAPTER VI

CONCLUSTIONS AND SUGGESTIONS FOR FURTHER RESEARCH

Consistent with prior research, the study clearly indicates
that the effect of new quarterly report 1s to reduce the un-
certainty about the annual outcome. The finding holds for all
three quarters all firms and all industry groups. Although not
completely trivial, the result is quite natural considering the
fact that addition of any quarterly report leaves smaller segment
of the annual result unreported and therefore uncertain. A more
interesting finding is that the incremental contribution of each
of the first three quarterly reports to predictions of annual
earnings is not equal, Specifically, it appears that the improve-
ment in earnings forecast due to the first-quarter report is
significantly smaller than that achieved by the second and third
quarterly reports. This seems to be a result of the relatively
high volatility found in first-quarter earnings.

Another major finding is that in the presence of accounting
data, additional information about macro-economic variables is
of little value in predicting individual company earnings. On
average, past-quarterly accounting data are a much better predictor
than macroeconomic data; quite often, even past annual accounting
data is superior to more recent macro information. Nevertheless,
macro-economic variables are extremely effective in forecasting

portfolio-earnings. In fact, a limited number of macro-based

models outperform a wider set of accounting-based annual models.

This phenomenon could be explained by the strong association

118
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between the average level of business earnings and other economic-
activity measures, Although not the ultimate test of their usefulness
to investors (such a test would require construction and evaluation of
alternative portfolios it might serve as an indication to the value

of macro data for investment decisions).

The investigation into the statistical properties of quarterly
time-series, which precedes the model-testing phase, yields some
interesting results, Stable seasonality in sales and earnings is
present in almost all the companies surveyed. Moreover, the market
index for these variables shows seasonal behavior. The stability
in sales is stronger than the stability in earnings, indicating a
plausible advantage from the application of the "dependent" approach
in quarterly reporting. As argued in the st&dy, this advantage is
not always certain to exist. Notwithstanding the general patFern
of stable seasonality, some volatility exists around the long-term
seasonal average. The volatility of the first and the fourth
quarters is the most pronounced. A preliminary investigation fails
however, to support the hypothesis that the last quarter variability
is a result of income smoothing efforts by management.

A high degree of association is found between quarterly results
(earnings and sales - after the removal of seasonality) of the
individual firm, its industry and the market. The correlation
coefficients are similar to those reported fro annual results. This
indicates that despite their shorter measurement period and the less
stringent accounting standard applied to their preparation, quarterly

reports reflect the same economic factors found to affect the annual
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accounting numbers.

As previously state, the results of the study reflect the upper
limit of the marginal contribution of quarterly reports. The
evaluation of the usefulness of quarterly accounting reports will
not be complete before the contribution of all complementary sources
of information is studied. In terms of the present methodology,
this means that more macro-economic variables (some possibly on
the industry level) might be introduced along with additional
macro-based prediction models (only a few forecast formulations
are applied to the macro data in the present study). Micro-
economic data should also be considered; however, because of the
enormous difficulties in identifying and quantifying such data,
it is suggested that only a small number of companies will be
examined to estimate the predictive ability of such publicly
available company-related information.

A worthwhile research effort would be to assess the marginal
contribution of quarterly reports through their impact on financial
analysts' forecasts. This would require comparison of forecasts
made before and immediately after the quarterly announcements.
Despite the methodological difficulties, this approach offers a
" measurement of usefulness devoid of any assumption on the way
(or ways) investors do actually forecast.

Another aspect of usefulness not addressed by the present study
is the degree by which quarterly reports convey new information on
the covariability between the earnings of the individual company

and the market. This covariability is directly associated with



121

the stock risk. The evidence that quaréerly reports retain the
commonality property found in annual numbers indicates that
quarterly information is potentially useful in predicting such
co-movement patterns,

The investigation of the inter-quarters relati nship is of a
tentative.ﬁature. Two findings at least seem to deserve a more
thorough look; the unexplained large variability in the first and
last quarters and the relatively high earnings reported in the last
quarter. It would be instructive to test the existence of a
smoothing effect in the last quarter results by employing a wider
set of smoothing hypotheses. One could alee examine the impact
of intentional "rear loading" of income during the year on the sales
and earnings in the last quarter. With respect to the first quarter
volatility, an intriguing hypothesis to test would be that the
first quarter results represent, to some degree, management reaction
to the preceding annual announcement., The ﬁethodology, adopted by
Brown and Ball (1967) and by Brown and Kennelly (1972) appears to
best fit this research question.

Implementation of any of the above suggestions may shed some
light on only few aspects of the behavior of quarterly accounting
numbers. Ideally, the researcher of the area would like to identify
the system of forces and factors underlying the observed behavior,
Given the state of the art on éne hand and the complexity of the
issues involved, on the other hand, it is the plece-by-piece appraach

which seems to be the most promising.
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APPENDIX A

VARTABLE DEFINITIONS

Earnings per Share (Primary) - Excluding Extraordinary Items

A. This item represents the primary earnings per share figure as
reported by the company.

B. As outlined in APB Opinion 15, primary earnings figures should
be reported by the company after the effect of conversion of
convertible preferred, convertible debentures and options
and warrants which have been identified as common stock
equivalents and before extraordinary items,

C. This figure may differ from company reports in the following
instances:

1, Company report included extraordinary items

2, Company reported before the equity in earnings of
non-consolidated subsidiaries (which was flowed
through to retained earnings).

Net Income

"Net Income" represents income after all operating and non-
operating income and expense and miniority interest, but before
preferred and common dividends, It is stated after extraordinary
items which are not net of applicable taxes. However, net income
is before all extraordinary items that are listed in the company's
public reports as being net of taxes. In addition, net income is
stated before appropriations for general contingencies. These
items are treated as surplus adjustments.

Assets (Total/Liabilities and Net Worth (Total)

A, Total Assets represent current assets plus nét plant plus
other non-current assets (including intangible assets and
deferred items).

B. U. S. Government securities that have been netted by the company
~in its public reports against tax liability on the current
liagbility side of the balance sheet are considered as current
assets. :

C. Total Liabilities and Net WOrtH represent current liabilities
plus long-term liabilities plus stockholders equity.
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Sales -~ Net
1. Annual Data

A, Sales represent gross sales and other operating revenue
less discounts, returns and allowances.

B. Royalty income is included (when considered operating
income).,

C. For retail companies, sales of leased departments are
included when corresponding costs are avallable and
included in expenses,

D. For shipping compénies, income on reserve fund securities
is included when shown separately.

E. For shipping companies, operating differential subsidies
are included.

F. For finance companies, earned insurance premiums are
included.

G. For finance companies, sales are after deducting net
loses on factored receivables purchased.

H. For airline companies, net material aid assistance
is included.

I, For cigar, cigarette, oil, rubber and liquor companies,
net sales are after deducting excise taxes.

J. Income derived from equipment rental is considered
part of operating revenue,

2. Quarterly Data

A, Net Sales include other income for these companies which
do not report other income separately on a quarterly basis.

B. Net Sales include excise taxes for those companies which
do not report excise taxes separately on a quarterly basis,

C. Differences between -annual and quarterly sales are
indicated in the quarterly footnote field of the tapes.



Serial Number in the Sample

6
38
20
44
19
26
25
24
43
46
12
21
31

7
29
30
47
18
10
34
40
32

2
22
48

1

3
16
35
27

5
39
17
50
33

8
32
41
28
13
42
49
14

9
11
23
36
15

. b
45
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APPENDIX B

LIST OF COMPANIES

Industry
28 American Cynamid
10 American Smelting & Refining
33 Anaconda Copper
32 Anchor Hocking Glass
33 Bethlehem Steel
35 Burroughs
35 Chicago Pneumatic Tool
35 Clark Equipment
23 Cluett, Peabody & Corp.
35 Combustion Engineering
29 Continential 0il of Delaware
33 Copper Range
10 Dome Mines
28 DuPont
45 Eastern Airlines
56 Edison Bros. Stores
35 Foster Wheeler
32 General Portland Cement
28 Gillette
29 Gulf O0il Corp
20 Helme Products
20 Hershey Chocolate ,
10 Hudson Bay. Mining & Smelting
33 Inspiration Consolidated Copper
35 International Business Machines
10 International Nickel of Canada
20 Interstate Brands
29 Johns Manville Corp.
37 Libbey-Owens-Ford Glass
36 Maytag Company (The)
27 McGraw Hill
10 McIntyre Procupine Mines
29 National Gypsum
45 Pan American World
20 Pepsico
28 Pfizer
33 Pittsburgh Steel Co
21 Philip Morris
37 Pullman Inc.
29 Quaker State 0il
21 Reynolds (PF) Tobacco
38 Robertshaw=-Fulton Controls
29 Skelly 0il Corp
28 Sterling Drug Inc.
28 Sun Chemical Corp.
34 Sunshine Mining
37 Timken Roller
29 Union 0il of California
20 Wrigley
33

Youngstown Sheet and Tube
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APPENDIX C

CORRELATION COEFFICIENTS BETWEEN SAL.LES, NI, NIDIV AND SPSAD

Company Sales~N1 NI-EPSAD EPS~NIDIV
1 .872 .990 .178
2 «552 <994 .804
3 523 «990 - .004
4 .816 .993 <378
5 .855 .981 .550
6 .926 .983 . 697
7 «546 .926 .639
8 . 986 .996 - .463
9 .975 999 .659

10 .938 .976 - .397
11 . 654 961 .586
12 .958 .981 - .509
13 963 .997 .630
14 .568 .953 - 066
15 .894 .982 «268
16 .875 .953 435
17 .723 .758 .700
18 «567 .909 350
19 576 .989 795
20 428 .970 .881
21 452 .991 779
22 .853 .999 .925
23 .388 .993 . 702
24 .941 .984 . - .060
25 .902 .849 - ,036
26 .874 .992 174
27 .924 .999 .554
28 742 . 964 .710
29 .109 .941 840
30 n.a. N.a. N.a.
31 n.a. .876 .530
32 n.a. .992 .352
v 33 n.a. « 967 .062
34 Neas .998 - .288
35 N.a. «979 <454
36 N.a. .999 431
37 «620 ' 876 <949
38 765 , .987 . 804
39 . -.680 999 «955
40 n.a. .923 486
41 .989 .996 .617
42 .926 .984 .762
43 .819 .928 «645
44 N.a. .996 <358
45 : .648 .998 .639
46 .953 .974 «297
47 .635 «990 .883
48 .997 .999 .498
49 .718 .888 . .229
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APPENDIX D

THE X-11 PROGRAM

Moving Averages

Variable Trend-Cycle Curve Routine

In X-11, the moving average used to estimate the trend-cycle
component is- selected on the basis of the amplitude of irregular
variations in the data relative to the amplitude of long~-term systematic
variations, This routine selects a moving average that provides a
suitable compromise between the need to smooth the irregular with a
long-term inflexible moving average and the need to accurately re-
produce the systematic element with a short-term flexible moving
average. For many series, the average chosen in X-11 has about the
same smoothing power as those used in earlier versions of Method II,
For highly irregular or very smooth series, a more appropriate average
is chosen, thereby extending the range of series which can be well
adjusted by Method II,

The selection of the appropriate moving average for estimating
the trend-cycle component is made on the basis of a preliminary
estimate of the I/C ratio (the ratio of the average absolute month-
to-month change in the irregular to that in the trend-cycle). A 13-
term Henderson average of the preliminary seasonally adjusted series
is used as the preliminary estimate of the trend-cycie, and the ratio
of the preliminary seasonally adjusted series to the 13-term average
1s used as the preliminary estimate of the irregular. The appropriate
average selected for a given value of 1/C is given in the following

table:
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__1jc_ Length of moving average selected
0.00-0.99 9~term Henderson
1.00-3.49 . 13~term Henderson
3.50 and over 23~term Henderson

The three new weighted moving averages in the variable trend-
cycle routin; replace the weighted 15-term Spencer average used in
earlier versions of Method II, They were developed by Robert
Henderson and are described in Macaulay. The new averages
meet the same criterion of smoothness as the 15-term Spencer average;
i.e. they minimize the sum of squares of the third differences of
the curve, The distinctive feature in X-11 is the introduction of a
9-term moving average for smooth series and a 23-term moving average
for highly irregular series. (A 5~term Henderson average 1is used

for all quarterly series),

Seasonal-Factor Curve Routine

The S-I ratios for each month are smoothed by a 3x5-term moving
average (a 3-term average of a 5-germ average) to estimate final
seasonal factors. In the X-9 version, S-I ratios were smoothed with
a 3x3-term or a 3x5-term average depending on the value of I. The
weights for extending the 3x5 average at the ends of series in X-11
technique of using the same moving average regardless of the value of
I reduces revisions in seasonal factors when additional data are
added to series,

Optionally, the user may specify any of the following seasonal
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factor curves tocompute final season factors for any particular
month: 3-, 3x3-, 3x5-, 3%x9-, n-term, where 'm" is the number of

years of data inaparticular month (i.e., a stable seasonal).

Graduate Treatment of Extremes

Many economic series contain extreme values which must be modifed
or removed before adequafe estimates of the. seasonal, trading-day,
and trend-cycle components can be made, These extremes may reflect
economic developments, such as strikes, reactions to unexpected
political events; unseasonable weather; errors of measurements; etc.
In many instances, allowance for extremes can be made by the user
before the data are submitted for seasonal adjustment, However,
it 1s generally more feasible to rely upon the computerized
statistical tests provided in Method II to detect and remove extremes.
Previous techniques are replaced in X~11l with a new scheme that
tests each value of a preliminary irregular component against a standard
deviation computed over a moving 5-year period (60 months or 20
quarters). For example, the irregulars in 1952 are tested for
extremeness by comparing them with a computed 1950 to 1954. A preliminary
is computed values beyond 2.56 are removed, and 6§ is recomputed.
Values outside 2.5 6 are considered extreme and are assigned a
zero (0.0) weight, Values inside 1.5 6 receive full weight (1.0).
Values between 2.5 and 1.5 6 receive partial weight, graduated

linearity from zero at 2.5 € to full weight at 1.5 6§ .

Test for the Existence of Stable Seasonality

An analysgis-of-variance F~test for the existence of stable

seasonality is applied to the final unmodified S-1 ratios. The
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theoretical basis for the F-test is given in Scheffe (1959).

Let Srij i=1, --~, Nj; j =1, ===, 4) denote the final unmodified
S§~1 ratios, where Nj is the number of years of available data for
quarter j.

Let ng denote ghe quarterly means of the S-I ratios; i.e.,

1 k|

Iy = ﬁj £ 8515, (3 =1, -, 8,

»

Let SI denote the grand mean of the S-I ratios, i.e.,

4 Njy

31 _-:-i- £1 f SIij , where N is the total number of quarters

of available data.

Calculate the "between quarters' variance

& - 5 N (ST, - 3n2,
- EANT 23
ST d Toval
the "residual" variance 6‘,’: ( SI ) an V&ﬂ::;b

4 Ns A
2 1 A
T 11

2, 2

Compute F = s~/ & and compare with the tabled F-distribution for
Q R

the appropriate degrees of freedom. If the computed F is greater

than the tabled F at the percent level''Stable Seasonality Present at
the Percent Level" is printed out. In the X-11 program, the computed
F is compared to 2.41 (the 1 percent value for a 10-year series)
regardless of the length of the series, since the differences in

tabled F for series of different lengths are minuscule.
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Print out the following analysis-of-variance table:

Source of Sum of Degrees of Mean EBquar
Variation Squares(SS) Freedom (DF) (variance= F
”
A
Between 24 Nj (SIj-S'[)2 3 SSQ/DFM =5‘% 6'(2)/6‘1%
quarters 1
47 B A2 2
Z - - = ————
Total £ E(ST-sT)T eeee- -
1 1 3

The F-test is based on the following assumptions:

A
(1) SIij = SIj + Iij (i=1,-----,Nj 3 j=l,-=-,4), where

n
SIj represents the stble seasonal for quarter j and

I,. represents the irregular for quarter j and year i ;

1)

A
(2) E(STij) = STj (i"l,"'",Nj 3 J=l,---,4) 3

(3) V(Iij) = 6--2(:'.=1,---,Nj ; j=1,---,4), where 6‘2 is the

variance of the irregular ; ie., the irregular is homoscedastic;

(%) C(Iij)(ij)) =0 (13# (ii)"' ; i=1,---,Nj 3 i=l,-==,4);

i.e., the irregular is a random series;

(5) The Iij are normally distributed.
The F-test tests the hypothesis that
A A A A
HQ : SI1 = S.T2 S eme = SI4 = ST

against the alternative that the SI are not all equal.
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Experience has shown that assumptions 2 to 5 are not seriously
violated, since the F-test is relatively robust against violations
of these assumptions. Assumption 1 may be slightly violated when
S and I are related multiplicatively, but the disparity between
SI = S/I and 7% = S 1is relatively small when S and I are in the
90 to 110 range. However, assumptidn 1 is seriously violated when
the seasonal pattern changes over time. In such instances, the
hypothesis HO is not appropriate for testing for the existence of
seasonality, Research is presently underway to develop a moving

seasonality test as a companion to the X-11 stable seasonality test.
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APPENDIX E :

RESULTS OF TESTS FOR SEASONALITY BY COMPANY (99% SIGNTFICANT yRVEL)
X = significant seasonality ; o = no seasonality

Company* X=11 Trend=Polynomial Trend=Moving Ave.
Sales PSAD NTIDIV Sales EPSAD NIDIV Sales EPSAD NIDIV

woNoounmPwuNn -

o
MM OMMUNYEHYOOOXN KM AMONKOXHAN XXX KXONX
MMM NHEMOKOMMMK R MKONNKONXN HNH MK KN
MR MMM OMXOM K HIEHN KUK HORXRNE XX OMNHKHK NN
MM MM UMNHUMHOOKRMMUMYHEONKONMKOHRKXORNKXKXONX
><><><><><.><NNOO><><><><><><><O><><><>¢><><><><O><><
KR HEH KOO HUHXRNM¥NHXHKOXNHK RN
MUY AU IR AOONWN MK N KON OXR MR XHNXKNHKON
::><>¢><><>¢>¢O><O><><>¢><)<>¢%XOXXXXXXN%%XX

=

PAR RO RN

n

[+
.
=}
o
.
=
[\
.

Ne.ae.
NedAe
N,8.
n. a.
n.a.
Neae

31 n.a.
32 n.a.
33 N.d.
34 n.a.
35 n.a.
36 n.d.

n.a.
N.a.
Ne.8e
n.a.
N.a.
n.a.

e

N.ae.

PP DI DI R MNP N D MM O OO NN X O dd XN

HKHUHOMKHUAR KRR KR
o
EE I R e R B

PR MR K
M X o
KR OOOMWHNKOMXMNNe.

P

o

=]
><><>4'm Ll ]

L]

]

*For the names of the companies see Appendix B,
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X-11 Trend=Polynomial Trendsmoving Av,.
Company Sales EPSAD NIDIV Sales EPSAD NIDIV Sales EPSAD NIDIV
44 n.a. X X n.a. X X n.a. 0] X
45 X X X X X D X X X
46 X X X X X X X X X
47 X 0 0 0 o 0 X 0 0
48 X X X X X 0 X X o
49 X X X X X X X X X
50 X X X X X X X X X
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APPENDIX F
RANK OF QUARTERS BY COMPANY

(based on the average value of the seasonal factor

Sales

0

produced by the X-11 Program)

Company*

NMANMNMT NN OONNH N N e el = NN NS NONMMM~ N

GNG AL TN NAN AN N TNGF T T T AN MMM r g NG TNONANIFFTNANM

L} <«
L] *
N M I NN TONNNNONANNNNANIGTTT ENNN-H TN ENrH N~ =N

T NN ITOSET TN TN NFTANNAN TN NN T NI TS

NN G~ NN NN NS~ TN~ =M TN~ NG oo e~
NN NI TONNTNNHNFTTT TG HeHMNMMHAMM S )
L[] L e e ‘& e @ o
. o © OO o T T o
* ® ° e o o @ L ]
e NNNerE Nt =N T ANNFNNNNEFN=N NG N~ GTNNE S E S E-NGT O
NG =N IFTANNITTONNTNTNMNMMNANNNN I N NG F N NN
HANAOATNONNOONOSNMGTNO NS o NN NONOANOANMNMITUVNONONO
e o~ NNNNNNANNAMNNMNMMNMMM®O M-I

for the names of companies see Appendix B,

*
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EPSAD

Company

HENNMOONM -

& NN e S

NNMed = NN N

N F T AT ETF NN

TG~

MMM AN G

e 8

M Mg NI I~ M

41
42
43
44
45
46
47
48
49
50

.

NN N

2.01

2,14 2.79

3.06

2,10 2.85 2,22

2.83
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APPENDIX G
THE CONSTRUCTION OF MARKET AND INDUSTRY INDICES
The source for the averages is the COMPUSTAT industrial file.
The following definitions are used:

K
(1) Average Sales, = JEf Sales k,t

s U

k=1
K¢
: et [ZEPSADk,t*(No of shares)k,t*(Adjustment Factor)k
(2) Average EPSAD, = =
fil (No. of shareS)k’t*(Adjustment factor)k,t)
K
-t
AR S
k=1 ?

(3) Average Net Income
t K¢

where k = company subscript

K

[

number of companies

t the time period measured in quarters

The series of the averages extends over the period April 1964 to
December 1972 (thirty-five quarters). Included in the average are
only those companies which were on file on April 1964, Companies
which entered the file later are excluded because they were found to
be of smaller size thus causing the averages (indices) to decrease
over time, "To allow the inclusion of fiscal year companies all
fiscal quarters are translated into calendar year quarters(i.e. the
first fiscal quarter is considered as the third calendar quarter, etc.).
Companies with reporting period that cannot be translated into
calendar quarters are excluded. Missing data in a given quarter are
treated by eliminating the company involved from both numerator and
denominator of the averages semi-annual data is considered as

missing data.
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APPENDIX H v

RANK OF OQUARTERS BY INDUSTRY

(based on the average value of the seasonal factor
in X-11 and on the value of the coefficient
in the regression models)

1, Sales
X-11 Trend=Polynominal Trend=Moving Average
OO T AT 0 0, 03 04 0p Q 03 Q, 07 Q Q3 Q
All companies 3 2 4 1 2 3 4 1 2 3 4 1
Industry 10 2 1 4 3 2 1 4 3 2 1 4 3
20 4 3 2 1 4 3 2 1 4 3 2 1
28 4 3 2 1 4 2 3 1 4 3 2 -1
29 2 3 4 1 2 3 4 1 2 3 4 1
33 2 1 4 3 2 1 4 3 3 1 4 2
35 4 2 3 1 4 2 3 1 4 2 3 1
2. EPSAD
Grouf in COMPUSTAT )
All companies 3 2 4 1 3 2 4 1 3 2 4 1
Industry 19 2 1 4 3 3 .1 4 2 3 1 4 2
20 4 2 3 1 4 3 2 1 4 3 2 1
28 4 2 3 1 4 2 3 1 4 2 3 1
29 2 4 3 1 3 4 2 1 2 4 3 1
33 3 2 4 1 3 1 4 2 3 1 4 2
35 4 3 2 1 4 2 3 1 4 2 3 1
Net Income
Group in COMPUSTAT
All companies 3 2 4 1 3 2 4 1 3 2 4 1
Industry 10 2 1 4 3 2: 1 4 3 3 1 4 2
20 4 2 3 1 4 2 3 1 4 3 2 1
28 4 2 3 1 4 2 3 1 4 2 3 1
29 2 4 3 1 2 4 3 1 2 4 3 1
33 3 1 4 2 3 1 4 2 3 1 4 2
35 4 2 3 1 4 2 3 1 4 2 3 1
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APPENDIX I

CORRELATION COEFFICIENT BETWEEN QUARTER-TO-YEAR RATIOS
OF SALES AND NET INCOME

Company* Quarter 1
1 916
2 $221
3 -0017
4 «359
5 .840
6 17
7 o741
8 .800
9 449
10 « 249

11 .610
12 «150
13 <422
14 o727
15 .373
16 .809
17 «842
18 .830
19 .687
20 . 287
21 «260
22 «575
23 «275
24 .611
25 <454
26 «587
27 .698
28 «705
29 .037
30 «151
31

32

33

34

35

36

37 «295
38 «562
39 491
40

41 «528
42 445
43 441
44

45 .857
46 .681
47 724
48

49 467
50 .182

Quarter 2 Quarter 3
804 746
235 . 206
419 .514
«359 <548
«557 .698
.192 .635

14716 « 654
.092 747
+«258 657
«394 + 549
514 ,678
<279 . 319
146 « 282
192 <544
225 .258
.761 414
.660 749
«562 .901
547 470
«251 470
214 « 345
o452 480
.173 054
777 . 726
. 377 404
457 241
<340 453
.099 271
.091 152
.073 - ,050

n.a.
n.a.
n.a’
n. a.
n.a.
n.a.
« 341 .179
.618 583
566 729
Ned.
.628 .124
« 301 «223
221 406
N.a.
«522 542
«253 » 304
- 0088 .134
Ne.ae.
630 «229
- 050 338

*For the names of the companies see

Appendix B.

Quarter 4
.695
0222
«214
<435
.624
«320
.495
. 381
.539
-«602

- 0076
.679
.203
. 398

- ,076
.591
« 377
403
. 646
122
.105
.315
. 199
. 756
.163
.739
<570
JA47
141
.008

«379
424
+386

404
.004
«598

.631
518
401

«332
- 0067
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APPENDIX J

A NOTE ON THE STATISTICAL RELATIONSHIP BETWEEN SALES,
EXPENSE AND INCOME

Lets denote Sales by x, Expense by y and Income by v, v = x-y,

f(v x) = cov(v,x)
’ 6vEx

Zi[(xi-yi) - (x-y)]' (x4-%)

and COV (v,x)

21-("'1"‘) - (y.i-y)_] « (x4-%)

Zi (xi-x)2 = (yg-y) (x4=%)

n

V(x) - COVix,y)

Also, V(v) = V=x-y) - V(x) +V(y) - 20V(x,y).
f(v,x) can therefore be written as
V(x) - cov(x,y)

{[V(X)W(y) - 200v(x,y)3 V(X)]/"

It can be seen that in general f(v,x), the correlation between
sales and income, is negatively associated with cov(x,y), the

covariability of sales and expense,
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APPENDIX K

QUARTERS OF HIGHEST AND SECOND-TO-HIGHEST STANDARD
DEVIATION OF OUARTER~TO-YEAR RATIO*

Sales N I
Company** Highest Second to Highest Highest Second to Highest

1 1 4 1 4%
2 2 4 1 4%
3 4 1* 1 4%
4 1 4% 1 4%
5 4 3% 3 4k
6 2 1* 4 2%
7 4 1* 4 1,2%
8 4 1 4 1
9 4 3* 4 1,2*%
10 1 2 4 3
11 3 2 3 4%
12 4 1% 4 1
13 1 3% 4 1
14 1 4k 4 1
15 1 4k 1 4
16 4 1* 4 1
17 4 1* 4 1
18 4 3 1 4
19 2 3 4 1
20 n.a. n.a. 1 4
21 4 1* 4 1
22 4 2 4 1%
23 4 1* 4 2
24 1 4 1 4
25 1 4% 4 1
26 4 1,2,3*% 4 1*
27 2 4 4 1%
28 2 1% 4 1%
29 4 3% 4 2%
30 2 1* n.a.

31 n.a. 4 3*
32 N.a. 4 1*
33 n.a. 2 4%
34 n.a. 4 1%
35 n.a. 4 2%
36 n.a. 4 1
37 1 3 2 1
38 1 4 2 4
39 4 1% 4 1
40 Ne.a. 4 1
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41
42
43
44
45
46
47
48
49
50

P
W W =

b

Nea.

*

PRSP ED
*

WBERED W
NN W WL = =

W W
%

S~

*Significant difference between the two guarters
1s significant at the 99% level. Significance was
established using Cochrans tests for homogene ity of variances
(see Guenther (1964) pp 21-22) and Pitman test for correlated vari-
ences (see Snedecor and Cochran (1967) pp. %95-198). The two
tests produced similar results. :

sk
For the names of the companies see Appendix B.
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APPENDIX L

CORRELATION COEYFICIENT BETWEEN THE IRREGULAR MOVEMENTS
(Trend based on 12 term moving average)

Fourth quarter against the sum First quarter against the
of the first Three quarters some of the last three Quarters
Company¥* Sales EPSAD NIDIV Sales EPSAD NIDIV
1 132 .676 .532 217 440 425
2 .721 .873 .868 919 .830 .770
3 .211 . 297 .634 .686 . 338 401
4 417 .218 . 117 467 .108 .115
5 + 265 ~-,130 .171 -.117 .120 .236
6 .508 547 «595 .581 .489 .882
7 429 »152 .634 552 213 .653
8 .196 .673 .086 .106 .007 .052
9 064 .046 . 147 071 .495 416
10 ~-,106 .379 -.111 .830 .766 494
11 459 .593 .602 .681 . 840 .578
12 «225 .782 ~.107 464 .898 .410
13 .270 .528 «297 .194 . 289 . 207
14 . 359 431 .860 436 535 .793
15 .285 .553 -.476 -.428 .078 -.024
16 .725 . 736 .590 " 860 .785 . 694
17 «134  =,205 ~-.323 . -.219 .192 .183
18 112 537 .643 «263 379 .631
19 «358 . 380 426 «228 .205 <322
20 432 431 <424 «259 .713 «792
21 .252 .635 .123 «265 «397 .259
22 . 773 .822 .810 512 .785 «.836
23 .335 -.456 -.078 -,205 ~.374 -.050
24 .857 .624 -.359 .753 .323 -.005
25 412 -.003 +590 .489 .208 714
26 .692 «552 « 500 590 .699 .806
27 .093 436 . 570 .809 .519 720
28 «540 «537 .493 «575 «753 «557
29 -.025 -.314 -. 244 .283 487 495
30 -.416 n.a. n.a. -:519 n.a. n.a.
31 n.a. -.678 . 150 n.a. -.219 « 294
32 n.a. . 303 446 n.a. 464 777
33 Ned, -0291 '0019 Ne.8, "-521 -341
34 n.a. « 244 .050 n.a. «365 430
35 Nn.a. -.057 . 105 N.a. «326 . 669
36 n.a. .638 . 554 n.a. .854 739
37 502 .700 .728 363 421 <497
38 .783 457 «226 .786 .827 523
39 . 508 490 » 259 764 351 « 347
40 N.a. -.155 -.111 n.a, ~.203 -4209

*For the names of the companies see Appendix B.
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41 .819 342 -. 264 «645 .625 .197

42 -,386 .235 .318 -.402 472 405
43 427 2322 .136 . 309 .493 .560
44 n.a. -,071 -,127 N.a. .436 .319
45 459 .280 . 349 405 . 243 .381
46 «576 .567 483 .323 .654 «375
47 425 -, 144 -.076 .874 -.450 ~-.462
48 « 955 .639 «369 .789 .138 .268
49 © .706 .488 .614 .727 . 748 .784
50 797 -.025 .125 . 706 567 .196

*For the names of the companies see Appendix B,



144

APPENDIX M

SELECTED RESULTS OF BROWN AND BALL STUDY (1967

TABLE 28
COEFFICIENT OF SIMPLE CORRELATION BETWEEN
INDUSTRY AND MARKET INDICES BY VARIABLE
Industry Variable
Number - Operating Income Net Income EPSAD
20 .97 .90 .82
26 «97 .97 «85
28 1.00 .99 .97
29 .99 .98 .96
32 .95 92 .88
33 .e78 .68 «59
34 . o716 57 .39
35 .98 .98 .96
36 .96 .96 .94
37 .94 « 9% 94

Source: Ibid, Table 2 , .p. 63.

TABLE

LIST OF MEAN COEFFICIENTS OF SQUARE CORRELATION
AVERAGED OVER 316 FIRMS, BY VARIABLE

Variable Market Mean Multiple Mean
Operating Income .62 .71
Net Income 55 .66
EPSAD .46 59

Source: Ibid, Table 4 s P. 64,
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APPENDIX N

COMMONALITY BEFORE THE ELIMINATION OF AUTOCORRELATION

TABLE 30

COEFFICIENT OF SIMPLE CORRELATION BETWEEN INDUSTRY
INDICES AND MARKET INDICES BY VARTABLE

Industry Variables

Number Sales NI EPSAD
10 .873 .000 .000
20 0942 825 «547
28 .982 .861 745
29 . 984 754 .547
33 .740 064 .118
35 987 .883 702

TABLE 31

COEFFICIENTS OF DETERMINATION-SUMMARY RESULTS FOR
GROUP OF THIRTY-FIVE COMPANIES, BY VARTIABLE AND

INDUSTRY
K

Industry Average TQ(Firm,Market) Average Multiple Rz(Firm, €& Market)
Numbers Sales N1 EPSAD Sales NI EPSAD

10 «357 .203 .161 495 .338 .405

20 n.a. .408 . 250 N.a. 467 419

28 .921 497 273 .922 .555 408

29 «877 » 299 »220 .904 415 «377

33 271 133 . 048 517 364 «358

35 .857 496 .433 .876 637 .626

All groups .678 . 340 «232 .760 465 <432
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SPECIFICATTON OF THE PREDICTION MODELS

Notations
AL = Actual EPSAD of year m
Qm,n = Quarterly EPSAD of quarter n of year n
Sm,n " = Sales of quarter n of year m
ﬁm(n) = Predicted EPSAD of year m, at the end of quarter n

(n =1,2,3,4).

Models using all available quarterly
accounting data

Model 1 Ay(D) =40q .

A

Ap(2)

A
Am(3) = Om1 + 0m2 + 20m3

Q1 + 302

Model 2  Same as Model 1, with a provision for additive trend C,

based on the average quarterly change in EPSAD over
the most recent 56 quarters (a moving base period of
14 years). :

Model 3* Same as Model 1 with a provision for multiplicative trend
P, based on the average rate of change in EPSAD over

the most recent 56 quarters (a moving base period of

14 years).

Model 4 A (1)
A (2)
pE)

4 (Oml-Qm_l’l) + Am-]_
2 T(o_,+0,,) - (01,110 -1,2)] + Apoq

413 [(0u+0,,#003) = Oy 1#0,_5 405 D) + Ay

n

*Models 3,7,8,9,11,12, were not applied to companies with negative
quarterly earning and Models 16, 17 were not applied to companies
with negative annual earnings.
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Model
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A
3 Am(l) = om1 + 0m-1,2 + Om-1,3+0m-1,4
N
Ap(2) = Qy + 0y, + Qm_1,3+Qm_1’4
A
Ay(3) = Q¥ Onp + Qu3 + Oy
6 Same as Model 5, with an allowance for additive trend

(see Model 2)

7% Same as Model 5, with an allowance for multiplicative trend
(see model 3)

A .
8% Am(l) = (th/Qm-l,l) A1

A

Ba@ = Konp+0,0) /Oy, 1%y T Auea

A (3) = [(0_{+Q_,+0_.)/(O +0 +0 i]

A =ml " "m2" "m3 m-1,1 m-1,2 m-1 Ap-1
9% Model 9 is identical to Model 3 (The model appears twice

to facilitate the computer program).

10 Same as Model 8, but Smn (Sales) replaces Qmn- (EPSAD).

11* Same as Model 8 but Net Income divided by Assets replaces
Omn (EPSAD) .

A
12* l\n(n) = fnomn , . where .rn = MEAN (A/Q,) based on the

most recent 14 years (the moving base period)

A n
13 A (n) =
m j=p i

2
= m
where Q , °‘+pmil ﬁ'n" + lemiz m +ﬁm13

(a time-series regression).

The/%, are estimated from cumulative past data and updated
every quarter,

*see ibid.
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Model

Model

Model

Model

Model
Model
Model
Model

Model

Model

Model

Model

Model

Model

Model

*
see
**

15

16%

17*

19
20
21
22

23

24
25

26

27

28**

29

ibid.

Sl L A
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Models using past annual accounting data

Ap-1

Any * (additive trend based on the most recent 14 years)

it

- ol e
i

= Am_1 x (multiplication trend based on the most
recent 14 years)

A1 (Aney /A )
= Ap-1 t (Apog - Apl))
= Ajq+ {[( )+(Am2m3)3/2]

%-1'§[(%-1/Am-2> * (Apeg - Ayp) ] /2 }
= A1 (Spa1/Spag)

LH B iy ™t P m’

(see also model 13)

Models using past annual accounting data plus recent
macro~economic data

Same as 8 with quarterly GNP replacing Qn (quarterly EPSAD)

Same as 8 with quarterly corporate profits after tax
replacing Qpp

Same as Model 8 with Industrial Production replacing Qy,

Same as Model 8 with Total Manusfacturing Sales
replacing Oy,

Same as Model 20, with GNP replacing Ay

Same as Model 28, with Corporate Profits after Tax

odels 28 to 31 are included only in the extended set.
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Model 31

Model 32

Model 33
Model 34

Model 35
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Same as Model 28, with Industrial Production

Same as Model 28 with total Manufacturing Sales

Models using past quarterly accountin data
plus recent macro-economic data

A
Am(l) = Apq (GNPmllcNPm_l 1)
9’

A ' ]
AD = Qg+ [owey,y + GNPo) /(ONR, 1 y+6NBy g o) [

* @y, " %-1,3* Oy )
A ' ' ..
A = QutQpyt ]'_(GNPm1+GNP m2ONP3) / (GNBy g (#GNBL 4 o+

+ 6Ny ] (Qpo1,9%00-1,4)

Same as Model 32 with Corporate Profits after Tax
Same as Model 32 with Industrial Production

Same as Model 32 with Total Manufacturing Sales.
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APPENDIX P .

COMPARIATIVE LIST OF ACCOUNTING-DATA MODELS

Model Models Green
Number included and Brown and Reilly Coates (1973)
in this only in the Segall Niederhoffer et al and
Study gxtension (1967) (1967) (1973) Barnea et al(1972)
1 I, Q RW;
2 R¥j
3 RWq#%
4 X I
5 I, Qq QRW1
6 QRW,,
7 QRWg**
8 I, Q, I, MRW
9 x
10 MRW
11 X
1 Y X I 3* 14* ’ 15*
13 X
14 A1 A1 x
15 A4 X
16 x¥%
17 A3 A3 x*%*
18 A2 A2 xk*
19 x
20
21
22 X
23 X
Models not
used in the none - A I none
study 3:6,7 2

*Not completely comparable
**Used by Coates only.
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SAMPLE OUTPUT

PRI EE L LW, TP ZONSRA 2T L5 ARV IOW -
o . LOSS Functing i
COMPANY~~=f{HTILRIIATLONAL NICKFL
o TADLE 0
YEAR/QUARTER AGTUAL PREDICTED PREDICYED PREDICTED PREDICYED
ANNUAL EPS UNDER RCST O UNDCHK RCST A UNDER DEST MA UNDER BEST MQ
L . .
196171 1.208 1.016 1.104 0.932 0.932
196172 1.208 1.016 1.104 0.989 0.937
o 1961273 1.20A 1.040 1.104 1.056 0.994%
196271 1.270 1.324 1.208 1.520 1.520
1962/2 1.216 1,404 1.208 1.465 1.526
o 190271 1.274 1.292 .1« 208 1a431 1.532
194371 1.440 1.248 1.276 1.293 1.293
196372 1.440 1.288 1.276 1.32¢4 1.282
i © 196373 1.440 1.34H8 1.276 1.335 1.314
A 196474 1.836 1.576 , 1.440 1. 746 1.746
196472 1.R34 1.6R4 1.440 . 1.710 1.783
o 176473 1.836 la776 1.440 1. 700 1.815
) 196571 1.940 2.016 1.836 2.1067 2167
3 1965/2 1.940 . 2,064 1.836 . 2.182 2.12%
H O 196573 1.940 . 1.88R 18138 2.179 2.0064
1960671 1.597 2.076 1,940 2.1701 2.171
1966/2 1.592 1.928 1.940 2.146 2.113
© 196473 1.992 le4le 1.940 2.139 2.002
; 1961/1 1.906 1.776 1.592 . 1.461 1.461
: 196772 1.906 1.624 1.592 1a461 " 14424
3y O 196173 1.906 1.760 1.592 1.458 1.45)
g . 1968/1 1.930° 1.984 1.904 . 1.962 . 1.962
- 196872 $.930 1.4972 1.904 * 1.9719 2.013
] G 196873 1.930 1.828 1.904 1.970 2.023
2 196971 1.560 2.160 1.930 B PLLY 1.942
; 196972 1.560 2.160 1.930 1.906 1.954
y O 198073 1.560 1.520 1.930 1.A57 1.9R4
: 197071 2.800 2.360 . 1.560 1.343 1.343
\ 197072 2.R00 2.930 1.560 1.333 1.461
0 197071 2.800 .2.950 1.560 - 12367 1.791
\ 1971/} 1.260 1.960 2.800 3,006 * 3.008
- 191172 1.260 1.540 : 2.800 3.170 2.992
g © 1911/3y - 1.260 1.4460 2.800 3.259 2.%04
. 193271 1.470 © 14000 _ 1260 ... . 1.502 1.502
A 197272 1.470 1.450 1.260 16404 1145
2 0 1972/3 1.470 ‘ 1.550 1.260 1.452 1.134
A o i
o .
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YEAR/JOUARTLR BEST MOLCL
OF GROUP @

MODEL VALUS

af

LNSSF

196171 S 0.037
196172 S 0.037
196173 5 0.02P
196271 5 0.002
196272 5 0.010
190273 5 0.013
194371 S 0.037
196372 5 0.023%
196373 % 0.008
196471 5 0.00H
196472 5 0.023%
1964/3 S5 0.00%
1965/1 1 0.000
196572 1 0.015
1965/3 1 0.003
196071 1 0.25¢4
t66/2 1 0.113
1964/3 1 Daf31
. 1T/1 t 9.016
196172 1 N.006
1967/73 1 0.021
190871 3 0.003
136R/2 1 0.002
176873 ] n.010
1969718 1 0.360
1969/2 1 0.360
1969/ t 0.002
197071 1 0.194
197072 . 1 0.017
191073 1 0.02¢2
197171 1 0.490
197172 1 0.078
197173 1 0.040
197271 1 0.221
197272 1 0.000
197273 1 0.000
YOTAL 2.57
AVERAGE 0.071

BEST MOOCL
OF GROUP A
MUODEL VALUE
nF

LOSSF

1% 0.011
14 0.011¢
14 0.011
14 0.00%
16 0.00%
14 0.00%
14 0.027
[ 3 0.021
14 0,027
14 0.157
14 0.1%7
14 DalH!
14 0.011
14 06.011
14 0.011
14 0.121
14, 04121
14 0.121
14 0.097
ts 0.097
14 0.097
14 0.001
14 0.001
14 _ 0.001"
14 0,137
| ] 0.137
14 0.132
14 1.538
14 1.539
14 1.538
14 2.372
14 2.372
14 2.372
14 0.044
14 0.064%
14 0.044
13.56
0.377

_SAMPLE OUTPUT (continued)

LUSS FUNCTIUY 1
- COMPANY~~--INTEQNAT IO 1AL NICKEL

157

TABLE )

BEST MDOFL
OF GROUP 1A

MODEL VALUE

25
25
25
2%
29
25
25
25
25
25
25
25
25
25
25
25
?5
25
25
25
25
25
25
2>
25
25
25
25
25
25
25
25
25
25

25

25

(F
LOSSF
0.076
0.040
0.023
0.059
0.0306
0.n24
0.022
0.N14
0.u11
0.09¢
0.01¢
0.018
0.0%52
0.059
0.057
0.335
0.30!
0.299
G.196
0.1496
0.199
0.001
0.002
0.002
0. 140
0.119
0.088
2.123
2.15)
2.054
3.048
3. 667
3.9

. 0,001

0. 000
0.000

19,44

0.540

BEST

MODEL

OF GRUUP MQ

MODEL VALUE

33
33
33
33
33
33
13
33
33
33
3
3
33
33
33
23
33

33’

N
33
313
33
33
33
33
33
33
Rk
33
33
3
33
33
1
31
33

b 3

GF
LOSSF
0.076
0.n73
Q.040
0.059
0.00613
0.065
0.022
0.025
0.016
0.004
0.003
0.000
0.052
0.03%4
0.015
0.33%
0.211
0.16%
0.19%6
0.230
0.203
0.001
0.007

* o.ouq

0,146
0,15%
0,180
2.123
1.792
1.019
3.048
2.999
1.540
0.001
0.106
0.113

15.28
0,423

- o

BEST OFf BEST GROUP
RANK
HODLL VALUE Q A KA MQ
of
LISSF

14 0.011} 2 1 3 4
16 0.011 2 1 3 4
14 0.011 3 1 2 .4
5 0.002 1 2 3 4
14 0. 005 2 1 3 &
14 0.005 2 1 3 L]
) ) 0.022 4 3 2 1
25 0.014 2 & 1 3
5 0.008 1 4 2 3
32 0.008 3 & 2 1
313 0.0013 3 4 2 1
33 0.000 2 L] 3 1
1 0. 006 1 2 3 4
16 0.011 2 i 4 3
1 0.003 1 2 & 3
14 0.121 2 1 3 &
3 0113 1 2 L) 3
1 0.0131 1 2 4 3
1 4 0.016 t 2 3 &
1 0.006 1 2 3 &
1 0.021 1 2 3 4
14 0.001 4 1 2 3
14 0.001 2 1 3 4
14 0.001 4 1 2 3
14 . 0.137 4 t 2 3
25 0.1t9 4 2 1 3
] 0.002 1 3 2 4
1 04194 1 2 3 4
1 0.017 1 2 L] 3
1 0.022 1 3 4 2
1 0.490 1 2 3 4
1 0.078 i 2 4 3
1 0.040 t 3 4 2
25 0.001 4 3 1 2
25 0.000 2 3 1 4
25 0.000 2 3 1 4

1.5 71 78 97 11%
0.042 2.0 2.2 2.7 3.2
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. SAMPLE OUTPUT (continued)

LOSS FUNLIIDY )
COMPANY=~~THTERYAT [ (AL NICKEL

MADE AFIE®

TABLE 2
PREDICYINN FIRST QUARIER SECOND QUARTER THIQD QUARTER ALL PREDICTIONS
:XE:E 7?;2; :vfu. AVERL NN.OF AVEU, AVER. NO.NF AVER. AVER. MO.OF AVER,
LOSSE FLesT ANK VALUE TIVMES RANK VALUE TIMES RANK VALUE TIMES RANK
5 ! LUSSF FiInsY LUSSF FIRST LOSSF fFIRST

0.141 5 2.3 0,058 1.9 0.006 7 1.7  0.07T1 16 2.0

. D317 4 2.0 0.377 2.1 0.377 3 2.4 0.377 11 2.2

w N

‘ 0.508 1 2.5 0.550 2.8 0.564 1 2.8 0.540 5 2.7
0.506 2 3.2 0. 480 1 3.3 0.2682 1 3.1 0.423 & 3.2

0.064 12 1.0 0.031 12 1.0 0.012 12 1.0 0.042 36 1.0

LASS FUNCTION ) R
COMPANY---INTERNATIONAL NICKEL
" TABLE 3
GROUP 1 :
PRFDIZTINN MADE AFFER THE FIRST QUARTER-SECOYD OUARTER-THIRD OUAITER
1.00000 0.8637% 0.61900
1.00000 0.8A843% .
. 1.00000 .
GRDUP 2
PRENICTIS 4 MADE AFTER THE FIRST GUARTER-SECD'ID CUARTER-THIRD QUARTER
1.000090 1.00000 1.00000
1.00000 1.00600
1.00000 .
GROUP 3
PREDICTION MADE AFTER THE FIRST VUARTER-SECONO QUARTER-THIRD OUARTER
. 1.00000 0499517 0.94812
. : 1.00000 0.99783
’ 1.00000
GROUP &
PRENICTION MADE AFTER YHE FIRST QUARTLR-SECOMD QUARTER-THIRD OQUARTER
100000 0.976839 0.901367
e 1.00000 0.95952
, 1.00000
. eee s crmcommman ¢ ame  e= e wws ®e - . e e e e - . " o '~.."v.";'.:'..',.ﬁ;' -
GROUP S
PREDICTINN MADE AFYER THE FIRST QUARTER-SECOND QUARTER-THIRD QUARTER
1.00000 0.089214 0.78536
- 1400000 0.93030
1.00000
5
L] il .
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SAMPLE OUTPUT ( continued)

LOSS FUNCTION 1
* COMPANY=~=INTERNATIUNAL NICKFL
VABLE 4

OUARTER 1
PREDITTIN' ULNLER ORAUP Q-GPOUP A=GROUP MA-GROUP MU-NEST
1.00000 0472571 0.9%464 0.97004 0.91353
1.00000 0.89140 V.87141 V.I6I21
100000 0.94975 0.86810
. 1.00000 0.85055
’ . 1400000

QUARTER 2
PREDIZTIOY UNDER QROUP O=-GROUP A-GROUP MA-RROUP MQ-BEST
1.00000 0.20072 0.3D155 0,4065F 0.R92AR
1.00000 0.90254 0.92105 0.11753
1.00000 0.98276 0.17922
. 1.00000 0.3030%
1.00000

: QUARTER 13
PREDIZTINN UNDER QROUP Q-GROUP A-GHIINP MA-GROUP u“Q-REST
1.00000-0.10703-0.33245~-0.104%3 0.953171

. .1.00000 0.,96219 0,95993-0.19437
1.00000 0.91924-0.4329)

e e e e el s 1400000-0.15499 o
1.00000

e . - . i e et @ ccmammm  aamew - we . e - oo . . ..

LUsSS FUNCTION 1
COMPANY-~=INTERNATIOIAL NICKEL
TABLE 5"

ALL QUARTERS
PREDICTION UMDER GROUP 0-GHROUP A~GROUP MA-GROUP MQ-BEST
1.00000 0.35086 0,20264 0.35633 0.95019
. 1.00000 0.24348 0.92369 0.31170
1.00000 0.,94819 0.16214
1. 00000 0432134
1.00000

LS
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- APPENDIX R

o

FORECAST PERFORMANCE
BREAKDOWN BY COMPANY

TABLE 32
AVERAGE ERROR BY COMPANY, LOSS FUNCTION AND MODEL SET
Loss Function 1 .

Loss Function 4

Ingustry Company Q A MA MQ Q A MA MQ
10 American Smelt. .199 359 U110 .238 14,643 25.751 20.755 17.69)
10 Int'l Nickel 071 .377 .5u0 423 12,069 24.097 28.795 27.801
10 Hudson Day L0994 488 85  -+.259 21.400 61.995 68,169 40.0613
10 Dome Mines .037 .069 .063 051 5.813 8.388 6.938 6.470
10 MeIntyre L4896 1,469 1,353 930 23.894 43,753 42,879 33,774
20 Inters, Brands 123 212 L2u2 .181 19.888 25.024 26.782 23.072
20 Helm Products .030 .0uo 037 .030 11.339 1X.020 10.783 9.780
20 Hershey Choe. .031 ,067 082 .056 9,223 13.996 14,877 11l.347
20 Wrigley - .059 .084 066 .056 5.108 6.963 5.373 4.5820
20 Pepsico .034 .014 .015 .019 7.058 3,391 5.297 5.798
21 Philip Morris .06 .025 .126 .078 3.868 5.831 10.423 8.017
2l Reyn. Tobacco .029 .083 .092 .062 2.700 6.673 6.451 4.888
" a3 Cluett .05  .117 .092 .066 12.378 23,066 13.878 12.393
27. McGraw-Hill 011 .023 .017 ..010 10,394 12.468 l10.824 8.571
28 Amer, Cynamid .030 .064 .034 .038 8.111  11.554 8.796 7.911
28 DuPont 475 ,.831 1,004 .766 7.363 9,970 10.802 9,375
28 Pfizer .001 .00u .005 .003 3.660 6.109 6.203 5.007
28 Sterline Druas .000 .001 .002 .001 2.137 2.433 5,045 3,749
28 Gillette © .039 ,034 .026 .03u 8.125 7.983 8.8u3 7.327
28 Sun Chem. L0u7  .092 .083 .06Y4 16,511  25.027 24.079 20.230
29 Continental 0i1 -057 .074 072 .060 6.999 9,787 8.393 7.335
29 Quaker 0il .003 .00S .010 .007 10.809 17.456 17.u474 13.809
29 Skel.0il .oun  .082 o9u 053 6.10u 8.857 10.737 7.265
29 Union 0il 384  ,384 .180 157 9.618 15.426 10.660 8,791
29 Gulfl o0il - .033 .075 o6u .0u2 5.525 7.790 7.735 5,729
29 John Manville .039 .080 .0us .037 7.178 11.687 ° 8.479 9.480
29 Nat'l Gyps. .089 .083 .082 .05t 15.864 16.279 19,485 14,533
32 Anchor Glass .051 .136 .098 .063 9,262 15.336 11.729 8.577
32 General Portland .017 ,038 .0us .035 7.250 11,471 13.688 11.u6l
33 Youngstouwn .319 .583 .625 580 16,040 17,002 14.897 17.193
33 Pittsburgh Steel .697 .493 .572 .625 N.A. N.A. N.A. N.A.
33 Bethlehem Steel LU56  .553 549 .581 22.571  22.uuy  23.847 26.816
33 Copper Range 1,922 6.713 6.659 5.293 N.A. N.A. N.A. N.A.
33 Anaconda .529 2,526 2.335 1.763 31.197 100.000 100,000 100.000
33 Inspiration Cons.l.742 3.066 3.744 2.704 35.506 44,295 4o.43s 40.321 .
34 Sunshine Min. 040 .067 066 .050 66,164 87.646 82.315 65.035
35 Combustion Eng. .090 .097 .084 062 9.141 13.310 10.1l1u 9.020
35 Foster Wheeler .076 611 .667 476 16.632 58.1U6 65,378 50.345
35 Clark Equipmoent 123 .209 173 123 11.987 18.992 15,970 14,3u2
35 Chicago Pnecom. .060 247 ,121 086 7.734  16.235 9.397 7.788
35 Burroughs .075 .119 . 207 150 16.683 15,602 19.w43 17.743
35 I.B.M. 182 ,352 Luou .271 6.746 11,712 11,446 9,225
36 Maytag 027 .195 A77 079 15.,457- 20.282 17,783 11.691
37 Libboey Owens .330 022 .834 .582 15,437 24,253 22.331 17.521
37 Pallman .- 239 1,308 1.1u2 536 13.843 35,106 33. 044 21,21y
37 Timken Rollevs L181  uuy 74 .139 11,577 17,925 10.894 9.651
38 Robert Fulton LO0N6 143 .122 089 15,310 21.649 24,0617 18.791
4s Eastoern Aivlines 1.660 3,591 3,975 2.u47 N.A, N.A, N.A. N.A,
4s PanAm <321 ,584 .605 U475 43,390 53.281 55,018 51.334
Fdison Bros, .089 ,095 .089 951 11.990 - 14,965 11,717 4S5, 384

SG
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TABLE 33
RANK MEASURES - BY COMPANY, LOSS

FUNCTION AND MODEL SET

-

Number of Times First

Average Rank

Loss
Function 2

Loss
Function 1

(oss function 2)

Q A MA MQ

ML QA MA,HQ.'

MA

Industry -Company

86?136741604078710359
~ - ~

2
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19 11
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TABLE 34

AVERAGE SQUARED ERROR (LOSS FUNCTIN 1) By
COMPANY, MODEL SET AND QUARTER:OF PREDICTION

MODEL SET
A . MA MQ
Industry Company A Q(l) Q(2) a(3) MA(1) MA(2) MA(3) MQ{l) - HQ(2) MQ(3)
10 American Smelt. .356 .309 .266 .03t .355 .M17 4S8 .355 .196 .164
10 Int'l Nickel .377 .141 .058 .016 .506 .550 .56k .306 .480 .282
10 Hudson Bay 488 145 121 .017 sy 485 515 451 T .237 .093
10 Dome Mines .069 .067 .034 .,009 .066 .063 .061 .066 .056 .030
10 McIntyre 1.369 .947 .423 .118 1.291 1.361 1.406 1.374 1.003 .429
20 Inters. Brands 212,204,102 .06)  .234 242 ,24) ,234 182 124
20 Helm Products .040 .048 .029 .013 .037 .037 .038 .037 .032 .02)
20 Hershey Choc. .067 .038 .ot .005 .082 .081 ,082 .082 0.51 .030
20 Wrigley L084 094k ,059 ,022 .070 .067 .062 .070 .067 .031
20 Pepsico .0l4 ,053 .020 .020 .015 .014 .04 015 .022 .019
21 Philip Morris .025 ,027 .013 .008 128 .126 .124 .128 .079 .033
21 Reyn. Tobacco .083 .032 .020 .093 .092 .090 .090 .089 .05t .04}
23 Cluett 117 .083 .o41 .028 .099 .081 .086 .099 .060 .039
27 McGraw-Hill .023 .020 .007 .007 L0117 .017 .017 117 .010 .00L
28 Amer,. Cynamid 064 ,052 .027 .0l .043 .034 .034 .053 .039 .022
28 DuPont .831 .797 .M .211 1.036 .998 .979 1.036 .785 .476
28 Pfizer .004 ,002 .00} .0O) .005 .005 .005 .005 .003 .002
28 Sterling Drugs .001 .00l. .000 .000C .002 .002 .002 .002 .00l .00l
28 Gillette 034 .o44 040 .033 .027 .026 .025 .027 .038 .035
28 Sun Chem. .092 ,084 .037 .020 .086 .,082 .083 .082 ,075 .036
29 Continental 0i1  -074 .071 .051 .048 .081 .070 .064 .064 .067 .048
29 Quaker 0il .005 .008 .00l .00l .01l .010 .009 .01 .006 .003
29 Skel 0il .082 .062 .03 .024 .109 .09} .087 .072 .056 .032
29 Union 0il .384 1.065 .0l0 .186 .179 .174 .186 .221 .221 .065
29 - Gulf 0il .075 .067 .024 .100 .06k .064 .064 .061 .O4S .019
29 John Manville .080 .059 .037 .020 .055 ,041 ,039 .037 .036 .027
29 Nat'l Gyps. .083 .213 .031 .024 .082 .081 .08%1 .082 .039 .03
32 Anchor Glass 136 118 .031 .0t0 .098 .098 .098 .098 .070 .020
32 Ceneral Portland .038 .036 .012 .004 .048 .0O4B .049 .048 .04l .015
33 Youngstown .583 .534 ,309 .¥15 .039 .624 .617 .639 .702 .hLoO

33 pPittsburgh Steel .443 .732 .681 .677 .576 .573 .566 .576 .602 .697
33 Bethlchem Steel .553 .702 467 .198 .574 .546 .626  .544 .716 L84

33 Copper Range 6.713 3.397 1.973 .394 6.413 6.666 6.897 6.413 5,197 4.2638
33 Anaconda 2.526 ,830 .683 .072 2,218 2.348 2,438 2,218 1,875 1.195
33 Inspiration Cons. 3.066 3.0L4 1,696 .586 3.426 3.811 3.995 3.426 2.5u45 2.143
3y Sunshine Min. .067 .064 ,028 .028 .065 .066 .066 .066 .054 .026
35 Combustion Eng. .097 .128 .056 .085 .085 .0B3 .083 .085 .054 .o0ké
35 Foster Wheeler .097 .128 .056 .085 .085 .083 .083 .085 .054 .036
35 Clark Equipment 641 118 ,072 .037 .667 .667 .667 .757 .uoB .263
35 Chicazo Pneom. .209 .299 .052 .018 42 177 201 J142 165 .064
35 Burroughs .247 .084 ,065 .026 .095 .122 .146 .095 .091 .073
35 I.B.M. 19 116 .063 .035 247 .250 .215 197 .163 .690
36 Maytag .195 .057 °.019 .004 LA77 176 .176 .177 .054 ,006
37 Libbey Owens .922 455 381 .175 .B886 .808 .809 .886 .459 .394
37 Pullman 1.308 .430 .155 .132 1.080 1.145 1,200 .905 ,522 ,183

37 Timken Rollers Lablh o 251,243 .048 188 ,168 .166 .185 .136 .092

38 Robert Fulton L1143 ,069 .034 .03k L28 122 121 L1201 194,048
45 LCastern Alvlines 3.580 1.898 1.410 1.682 4,016 3.065 3.940 3,808 2,€30 1.5C2
u5 PaniAm .584 .470 ,310 .182 .618 .605 .590 .618 .578 .328

56 fFdison Bros, .095 .170 .050 .045 .092 .083 .087 N.A. N.A. N.A,
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TABLE 35

P - ..

AVERAGE RELATIVE ABSOLUTE ERROR (LOSS FUNCTIONM l&)'
BY COMPANY, MODEL SET AND QUARTER OR PREDICTION

Model Set
Q . MA MQ
Industry Company A Q1) q(2) a(3) mA(1) MA(2) MA(3) Ha(1) Ma(2) MQ(3)
10 American Smelt. 25,75 18.68 17.01 -8.22 19.83 20.65 21,77 19.83 16.80 16.43
10 Int'l Nickel 24.69 18,92 11,01 6,27 28.95 28.95 28.48 28.95 30.02 24.42
10 Hudson Bay 61.99 21.87 33.01 9.30 66.47 68.33 69.69 65.54 40.57 15.69
10 Dome Mines 8.38 7.26 5.83 A4.34 7.16 6.93 6.71 7.16 6.78 5.46
10 MeIntyre 43,75 35,11 23.89 12.67 42.86 42.86 52.86 42,86 34.83 23.58
20 Inters. Brands 25,02 26.83 19.95 12.88 26.39 26.74 27.20 26.39 23.09 19.73
20 Helm Products 11.02 14,57 11,45 7.80 10.73 10.79 10.82 10.82 10.73 8.11
20 Hershey Choc. 13,96 11,68 11.39 4. 48 15,14 14,83 14,65 14,30 11,30 3.52
20 Wrigley 6.96 6.86 5.16 3.29 5.64 5,35 5,11 5.63 5.07 4.03
20 Pepsico 3.39 7.00 6.45 7.7) 6.62 5.30 4,96 5.78 6.15 G.h45
21 Philip Morris 5.83 5.42 3.87 2.31 10.57 10.4)1 10.27 10.57 7.96 5.51
21 Reyn. Tohacco 6.67 3.10 3.23 1.76 6.57 6.45 6.41 5,98 4,69 3. 8
23 Cluett 23.06 15.94 11,56 9.62 15.18 13.14 13.04 15.18 11.67 10.31
27 McGraw-Hill 12.46 15.84 8.64 6.69 10.77 10.85 10.84 10.77 8.70 6.23
28 Amer. Cynamid 11.55 11.08 8.45 4.86 9.15 8.77 8.45 9,15 8.16 6.41
28 DuPont 9.97 9.83 B8.61 3.64 11.09 10.70 10,56 10.73 10.03 7.38:
28 Pfizer 6.10 5.00 3.11 2.86 6.29 6.i8 6,12 6.29 5.34 3.37
28 Sterling Drugs 2.43 3,74 1.54 1,11 §.15 5.0 5,93 5.15 3.42 2.57
28 Gillette 7.98 10.31 9.20 4.85 9.12 8,83 8,57 7.96 7.85 6.18
28 Sun Chem, . 25,02 22.h2 15,58 11.52 23.98 24.05 24.20 24.13 21.72 14.83
29 Continental Oil 9,78 8.12 6.53 6.34 8.83 8.34 8,00 8.07 7.75 0.17
29 Quaker 0il 17.45 18,22 8.93 5.26 17.72 17.37 17.32 17.72 13.13 10.56
29 Skel 0il 8.85 7.95 5.83 4.52 11.69 10.67 9.84 8.74 7.87 5.17
29 Union 0il 16,42 17,38 7.47 3.99 11.10 10.62 10.25 11,10 4,46 5.81
.29 Gulf 0il 7.79 7.7V 5.90 2.95 8.12 7.66 7.41 7.97 S.h4 3.77
29 John Manville 11.68 8,81 6.88 5.83 9.51 7.8/ 8.i0 10.37 9.57 8.i0
29 Nat'l Gyps. 16.27 26.75 11.25 §.54% 20.33 .18.93 19.11 17.73 14.29 11.56
32 Anchor Glass 15.33 15.84 7.28 4.65 11.60 11.69 11.79 11.69 8.87 5.16
32 General Portland 11.47 10,27 7.12 4.35 13.67 13.67 13.71 13.67 12.80 7.90
33 Youngstown 17.00 27.40 11.90 13.81 15.18 14,27 15.27 15.18 20.29 16.09
33 Pittsburgh Steel HNA  NA NA  NA NA  NA  NA NA NA NA
33 Bethlehem Steel 22.44 29.20 23.95 14.55 24,74 23.8]1 22.98 25.16 30.63 24.65
33 Copper Range NA  NA NA  NA NA NA  HA NA NA NA
33 Anaconda NA  29.36 46.30 17.86 NA HA  HNA NA NA NA
33 Inspiration Cons. 44,29 35.42 33.84 12,55 38.57 50.66 42.66 38.57 40.95 41.44
3y Sunshine Min. 87.64 63.51 73.80 61.23 32.32 33.26 31.35 3).35 62,57 51.17
35 Combustion Eng. 13.3) 11,22 8.87 7.31 10.30 10.08 9.94 10.30 8.53 8.15
35 Foster Wheeler 58,14 21,03 18.09 10.19 67.01 65.21 63.90 67.01 43.55 35.75
35 Clark Equipment 18,99 21,40 .9.50 5.13 15.34 16.25 16.31 15.34 16.19 11.49
35 Chicago Pncom. 16.23 9.42 B8.30 4.96 8.36 9.33 10.48 8.36 7.66 '7.13
35 Burroughs 15.60 19.85 14,33 11,46 19,70 19.44 19,18 19.70 18.38 15,14
35 I.B.M. 1M.71 9.h4 6.06 4,73 11.13 11,46 11.63 11.63 9.47 6.56
36 Maytag 20.82 16,93 24,12 5,33 17.93 17.76 17.65 17.93 11.75 5.39
37 Libbey Owens 24,265 17.34 16.8! 12,12 22,89 21.84 22,76 21.81 14.81 15.81
37 Pullman 34,50 19.7) 11,57 10,23 32.15 33.35 34.81 30.1) 20.96 17.55
37 Timlon Rollers 7.92 15,30 13.32 5.99 10.51 10.68 11.48 10.51 9.64 8.79
38 R‘chl‘t I'ulton 2‘.6“ 19065 ‘3.50 13-37 25.7“ 2“’.“5 23-66 2‘.2‘ ‘9.87 l5-28
1S Eastern Airlincs NA HA NA NA NA HA NA NA NA NA
45 Panim 53.28 52,61 45.64 31,77 55.78 54.45 Sk 45 55.75 52,54 45,87
56 Edison Bros. 14.96 15.60 10.58 9,78 11.84 11,70 11.59 NA NA NA



Quarter/yr. -
1/1961 ¢,206480

AVERAGE

0.08262%
0.044636
0.174208
0.085348
0.151020
0.210543
0.073833
0.232420
0.197815
0.161157
0.094351
0.500205
0.124014
0.068979
0.266890
0.147060
0.046743
0.523425
0.517417
0.075626
0.769287
00197981
0.084156
0.350938
0.250658
0.160568
0.606164
0.238370
0.080075
0.649528
0.644784
0.161642
0.138398
0.103676
0.C46514%

0.235

MODEL SET
Q \
A
MA
MQ
BEST
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APPENDIX S

SUMMARY RESULTS FOR THE SAMPLE

TABLE 36

0.2046206

AVERAGE ERROR IN THE SAMPLE
by Period, Model SE7-and Quarter by Prediction

A MA
0.178%96 0.164654%
0.178596 N.162514
0.179596 0.168099
0.128437 0.118052
0.128437 0.109244
0.128437 0.105347
0.163686 0.158851
0.163686 0.150986
0.163686 0.148550
0.375903 0.388384
0.375903 0.379208
0.375903 0.375611
0.739139 0.692677
0.739139 0.695015
0.739139 0.696967
0.354896 0.338572
0.354896 0.332219
0.354896 0.328719
0.585972 0.499717
0.%85972 0.493771
0.585972 0.488232
0.755870 0.790638
0.755870 0.790155
0.755670 0.791738
0.649019 0.634835
0.649019 0.655479
0.649019 0.689040
0.650864 0.514879
0.6508B64 0.513096
0.650864 0.515854
1.901242 2.148832
1.901242 2.381185
1.901242 2.518680
0.505921 0.454734
0.505921 0.450526
0.505921 0.448447
0.587 0.591

PREDCITION MADE AFTER
QUARTER 1 QUARTER 2
0.382823 0.213910
0.5852462 0.982462
D.575402 0.5927183
0.569911 0.421646

0.140G375

MQ uB
0.158100 C.09731¢
0.169943 0.02305¢
0.160305 0.02346°
0.116080 0.05284;
00114616 0002039;
0.084415 0.01735°
0.154001 0.06B63¢
0.1467506 0.04584°
0.077713 0.01834!
0.354903 0.13806:
0.231109 0.09346!
0.210177 0.06269
0.637793 0.22365
0.423715 0.06404
0.183122 0.02938
0.337891 0.16137
0.269564 0.07365
0.174832 0.01519

0.490647 0.33303
0.511814 0.30527
0.453882 0.05483
0.785780 0.20195
0.672612 013247
0.611597 0.05865
0.634362 0.29263
0.413853 0.1551¢C
0.259772 0.09035
0.519792 0.24184
0.449432 0.12834
0.327651 0.06207
2145009 0.53851
1.412846 0.5809¢
0.821153 0.1145]
0.454569 0.1055¢(
0.243496 0.0614¢

. 0.187376 0.0282:
0.429 0.13¢8

QUARTER 3
N0.103994
N.582462
0.606214
0.29600C
0047929

7



BY PERIOD, MODEL SET AND QUARTER OF PREDICTION
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TABLE 37
AVERAGE ERROR IN THE SAMPLE

 (loss function 4)

Q A MA MO 08
Quarter/year 20.722262 19.763365 20.516235 20.308019 l11.4871¢€:
1/1961 17.449828 19.763365 19.456821 20.347858 B.83598¢
11.956504 19.763365 19.432316 17.767739 7.83334.
19.744224 19.344677 21.278266 19.545014 11.16854:
12.892357 19.344677 20.150414 16.691982 6.49556"
12.569062 19.344677 19.535574 15.197444 6.9968Tt
16.956449 14.355741 14.891641 1£,.751724 9.42977.
13.082796 14.355741 14.276544 14.152791 7.5849T!
11.743029 14.355741 14.131986 10.087308 5.09973.
18.604050 19.632601 18.128543 17.042749 11.72565
12.934688 19.632601 18.049453 13.981135 T.66682!¢
11.780786 19.632601 1R.049214 13.908185 T.06481!
16.965301 20.120756 17.031590 16.949594 10.84234
13.072706 20.120756 16.992235 14.771891 7.63157
'10.3287129 20.120756 16.966113 12.278106 6.61052"
16.205097 15.952920 15.231984 15.37299%5 10.21321
11.495497 15.952920 15.273812 13.121743 6.94372
T7.556024 15.952920 15.30947% 11.261670 3.91160
18.651080 19.309434 1R. 614501 18.£233081 13.41610
14. 17171009 19.30940% 16§.586593 ° 18.141186 9.32110
9.700907 19.309484 18.573792  14.142459 5.76713
17.994862 19.063353 18.655959 18.523395 11.99040
13.382530 19.063358 18.582958 17.262610 9.22334
8.203479 19.063358 18.620668 13.£58970 6.216%8
15.441162 18.686671 17.682972 17.471427 12.40337
13.501881 18.686671 17.873936 15.825969 9.72523
9.120931 18.686671 18.207774 12.854205 7.28894
22.014331 25.658284 23.947709 24.811865 16.73260
17.390053 25.658284 23.839137 20.2463868 12.72145
11.248596 25.653284 24.,025753 17.493020 9.53388
26.694630 32.383522 31.007333 30.852435 22.14193
26.342636 32.383522 31.229240 30.031305 20.77884
17.941962  32.383522 31.440709 25.605751 13.70959
15.219036° 22.900513 23.184453 23.056048 12.69072
13.198061 22.900513 22.648875 18.474803 10.61466
111/1972 9.732904 22.900513 22.523720 15.010357 7.85032
AVERAGE = 14,908 20.597 19,831 17.503 10.007
14.903 20,577 19. 83l \7, Y03 19.007
PREDICTION ) :
MODEL SET GOMARTER | Qﬂ%FEé\ FglFR OUARTER 3
Q 19190646 14.973007 ll.o0L1F0
A 20.597611 20.52761 | 20 .5270!1
MA 29.045309 19-77794S V9.T6608
MQ 19.83370% t7.77803¢ 14.978865

w o @ L NPra
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TABLE 38

MARGINAL REDUCTION IN THE AVERAGE ERROR* DUE TO NEW QUARTERLY
INFORMATIUN, BY INDUSTRY (As a percentage of the initial error)

) COMPARISON*%
Q(1) - MQ(1) Q(2) - MQ(2) Q(3) - MQ(3)

All Companies 5.2 15.8 26.6
Industry

10 21.1 20.4 43.6

20 ' 0.0 0.0 18.0

28 0.1 17,3 29.2

29 0.0 21.8 24.8

33 3.7 18.8 25.1

35 10.3 30.6 25.0

*
Simple average over the sampel (or the industry group) of the
relative absolute error.

*k
The comparison becomes Q(n) - Q(n~1) where MQ9n) produces larger
error than Q(n-1).
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1/1961

AVERAGE
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APPENDIX T

SUMMARY RESULTS FOR THE SAMPLE
(APPLICATION OF THE EXTENDED SET OF MODELS)

0

0.120939
0.152792
0.073112
0.054372
0.045792
0.060582
0.098867
0.047729
0.030831
0.176065
0.104043

' 0.030989

0.252171
0.094160
0.027941
0.141575
0.057402

0.036684

0.405929
0.354769
0.062874
0.671025
0.129797
0.040145
0- 2‘3‘?878
0.190274
0.081727

0.3486178 -

0.220642
0.119239
0.459376
0.333642
0.080049
0.257595
0.116514

0.075085

0.160

MODEL SET

TABLE 39

- A PR a2 a

AVERAGE ERROR IN THE SAMPLE
BY PERIOD, MODEL SET AND QUARTER OF PREDICTION

A MA
0.090540 0.156065%
0.090540 0.157318
0.090540 0.170310
0.198673 0.108733
0.198678 0.102810
0.198678 0.097015
n.136951 0.157394
0.136951 0.151088
0.136951 0.148945
0.246105 0.386664
0.246105 0.3785%91
0.246105 0.374268
0.498089 0.691490
0.498089 0.693907
0.498089 0.696144
0.210120 0 340920
0.210120 0.334290
0.210120 0.330236
0.197758 0.495366
Ce 197758 0.489313
0.197758 0.483859
0.210685 0.799555
0.210685 0.801106
0.210685 0.803230
0.303647 0.635769
0.303647 0.656635
0.303647 0.690084
0.346237 0.504720
0.348237 0.501450
0.348237 0.502900
0.978881 2.170254
0.978481 2.404451
0.973881 2.543614
0.351362 0.486102
0.351362 0.485589
0.351362 0.487002
0.314 0.594

PREDICTION MADE AFTER
GUARTER 1 CUARTER 2
0.269456 . 0.153963
0.314254 0.314254
O.8TI185- 0.4996 380
0-569444 0.416213

M~ s

MQ 08
0.161498 0.0432
0.151093 0.0346
0.158736 0.0254
0.138009 0.0270
0.084814 0.0040
0.095830 0.0041
0.154552 0.036%
0.138279 0.0209
0.081220 0.0021
0.345185 ND.1l129
0.232440 0.0770:
0.213149 0.0248!
0.687793 0.1935;
0.420991 0.0671!1
0.181005 0.0209°
0.337891 0.0886
0.266781 0.0312¢
0.177780 0.0233¢
0.490647 0.1434¢
0.515584 0.1131:¢
0.465186 0.0485°
0.785780 0.1060¢
0.677941 0.0729:
0.614933 0.0305]
0.633932 0.1878:
0.413602 0.1340]
0.259248 0.0648:;
0.493517 0.1469:
0.435615 0.0837¢
0.334297 0.0498(
2.140288 0.3842¢
1.409863 0.2880°:
0.831221 0.05841]
0.464217 0.09401
0.247551 0.0556¢
0.186397 0.0271¢
0.428 0.081

QUARTER 3

‘ 0.05791%
0.31402%4
0.61ii634
0.299917

- —_——— - .



AVERAGE

Q

11.687108

13.782234

9.981537
9.664761
8.715594
8.602926

11.145141
8.645242
7.143316

16.'644795

13.431102
9,273102

12.516439

11.458779
8.528708

11.767070
8.429901
6.891220

16.545329

12.588370
8.828865

15.855628

11.277882
5.797172

11.613214

10.785056
7.267386

16.367601

12.847360
9.821869

23.404508

19.093699

-14.886134

19.289093
14.642138
12.296250

11, 986

Mode Set
Q
A
MA

MQ
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TABLE 40

AVERAGE ERROR IN THE SAMPLE

A Om M S A

BY PERIOD, MODEL SET AND QUARTER OF PREDICTION
(loss function 4)

Py vY Yy VY

A MA MO 0B
12.579252 19.495925 20.308019 B.433377
12.579252 12.097764 19.621674 6.730591
12.579252  20.064310 17.705573 5.893407
11.8&7736 19.402317 19.545014 6.07427¢
11.847736 18.760771 15.636553 3.32840¢
11.847736  19.315958 15.158468 4.83524¢
13.235543 14.624955 14.751724 7.73698(
13.235543 14,187465 13.726700 6.07125¢
13.235543 14.017517 10.223456 3.33044;
16.013487 18.375180 17.042749 11.19139¢
16.013487 18.326626 14.157974 9.31409¢
16.013487 1R, 069496 14.083463 6.63211°¢
15.443767 17.138256 17.196767 9.38919¢
15.443767 17.107359 14.707984 T«59979¢
15.443767 17.032867 12.325448 5.3805%7"
11.535749 15.064812 15.301221 T.11856¢
11.535749 15.091104 12.969755 4 ,68964¢
11.535749 15.186867 11.428145 3.78336¢
15.001125 19.336426 18.5400919 11.18751°
15.001125 19.305835 17.981797 B.27291¢
15.001125 19.345878 14.292359 5.87519¢

. 12.255800 18.514782 18.537354 9,01649]
12.255800 18.468554 17.420614 6. T4L0T3¢
12.255800 18.514129 14.076948 4.08768¢
14.784699 17.604524 17.471427 Q.29556¢
14.784699  17.812024 15.804607 8.68155"
14.784699 18.182795 12.763413 5.37097!¢
18.824386 24.340568 24.811865 11.99900¢
10.824386 24.231169 20.351723 9,22246¢:
18.824386 ~ 24.513252 17.856668 7.59104¢
28.226816 31.833830 30.852435 18.392332:
268.226B16 32.138472 30.096503 19.12344°
28.226816 32.458854 25.935999 11.8298¢8°
19.099411 23.596247 23.056048 13.24352¢
19.099411 23.085006 18.593351 10.48550¢
19.09%2411 22.892525 14.838753 B8.05080°
15.732 19.903 17.482

PREDICTION MADE AFTER
QUARTER QUWARTER &, QUARTER 3
4. 723130 12- 150388 Q.114373
1S5. 732838 15.732838 16-133838
19.9756I¢ 19.833137 19.998675
19.8215290 17.628730 ¥5.0731LY

RV VE. VRS



169
REFERENCES

American Tnstitute of Certified Public Accountants, Accounting
Principles Board, "Earning per Share'", APB Opinion No. 15, 1969.

s Accounting Principles Board, Statement

No. 4, 1970.

, Accounting Principles Board, "Interim Financial
Reporting':; APB Opinion No. 28, 1973,

Ball, R y, and Philip Brown, "An Empirical Evaluation of Accounting
Income’, Journal of Accounting Research, Autumn, 1968.

, and Ross Watts, "Some Time Series Properties of
Accountlng Income,'" Journal of Finance, April, 1972,

Banefield, R. M., and Comiskey, E. E., "The Smoothing Hypothesis:
An Alternative Test", The Accounting Review, April, 1972, pp. 291-298.

Barnea, Amir, T, Dyckman and R. Magee, '"An Empirical Evaluation of the
Marginal Informational Content of Interim Reports," Cornel Working
Paper, 1972.

and , "The Predictive Content of
Interim Reports," Empirical Rearch in Accounting: Selected Studies
1972,

¢

Barnea, A., Ronen, J. and Sadan, S., "The implementation of accounting
objectives - an application to extraordinary items' , The Accounting
Review (forthcoming).

Beaver, William H., "Time-Series Behavior of Earnings", Fmpirical
Research in Accounting: Selected Studies, 1970., pp. 62-90.

"The Informational Content of Annual Earnings Announcement,"
Empirical Research in Accounting: Selected Studies, 1968, pp. 67-101.

Blough, Carmen, G. "Some of the Dangers Inherent of Ouarterly Finan-
cial Statements," Journal of Accounting, February, 1953.

Brealey, Richard A., "The Influence of the Economy on the Earnings
of the Firm'", unpublished, 1968.

Brown, Philip, and Ray Ball, '"Some Preliminary Findings on The
Association between Earnings of the Firm, Its Industry and the
Economy," Journal of Accounting Research, Supplement, 1968.

, and John W, Kennelly, "The Information Content
of Quarterly Earnings - An Extension and Some Further Evidence,"
Journal of Business, July, 1972, pp. 403-415,




170

, and Victor Niederhoffer, "The predictive content of
Quarterly Farnings," Journal of Business, October 1968, pp. 488-497,

Coates, Robert, '"The Predictive Content of Interim Reports: A Time
Series Analysis'", Empirical Research in Accounting: Selected Studies,
1973,

Cochran, D, and G. H. Orcutt, "Application of Least Squares Regressions
to Relationships Containing Autocorrelated Error Terms', Journal of
American Statistical Association, Vol. 44, pp. 32-61, 1949,

Cohen, Kalman, J., and Jerry A. Pogue, "An Empirical Evaluation of
Alternative Portfolio-Selection Models,'" Journal of Business, April,
1967.

Conover, W. J., Practical Nonparametric Statistics, John Wiley & Sons,
Inc., 1971.

Cootner, Paul H., "Stock Prices: Random vs. Systematic Changes,"
Industrial Management Review, Spring, 1962,

Copeland, R. M., "Income Smoothing, Empirical Research in Accounting:
Selected Studies', supplement to Vol. VI of Journal of Accounting
Research (1968) pp. 101-116. .

Durbin, J., "Trend Elimination for the Purpose of Estimating Seasonal
and Periodic Components of Time Series'" from the Proceeding of the
Symposium on Time Series Analysis, edited by Murray Rosenblatt, John
Wiley and Sons, 1963.

Elton, Edwin, J., and Martin, J. Gruber, "Earnings, Estimates and
The Accuracy of Expectation Data,' Management Science, April, 1972.

Fama, Eugene, F., "The Behavior of Stock Market Prices," Journal of
Business, January, 1965,

Gonedes, Nicholas J., "Properties of Accounting Numbers: Models and
Tests" Journal of Financial and Quantitative Analysis, June 1974,

Green, David Jr., "Towards a theory of Interim Reports,'" Journal of
Accounting Research, Autumn, 1969,

and Joel Segall, "The Predictive Power of First
Quarter Reports,' Journal of Business, January, 1967, pp. 44-55.

, and » "The Predictive Power of First
Quarter Earnings Reports: A Replication, "Empirical Research in
Acccounting: Selected Studies! 1966, pp. 21-36.




171

Guenther, William C., Analysis of Variance, Prentice Hall, 1964,

Johnston, J., Econometric Methods, New York, McGraw Hill, 1973,

Jorgenson, D. W.,,"Minimum Variance, Linear, Unbiased Seasonal
Adjustment of Economic Time Series,' Journal of American Statistical
Association, Vol. 59, pp. 681-724, 1964,

Kendall, M. and A, Stuart, The Advanced Theory oif Statistics, Vol., 3
Hofner, 1966,

Kiger, Jack E., '"An Empirical Investigation of N.Y.S.E. Volume and
Price Reactions to the Announcement of Quarterly Earnings,' Journal
of Accounting Research, Spring 1972, -

, "Volatility in Quarterly Accounting Data,'" The Accounting
Review, January, 1974,

King, Benjamin, F., '"Market and Industry Factors in Stock Price Behavior,"
Journal of Business, January, 1966.

Lintner, John, "Security Prices, Risk and Maximal Gains from Diversi-
fication,"” Journal of Finance, December, 1965,

May, Robert G., "The Influence of Quarterly Earnings Announcements on
Investor Decisions as Reflected in Common Stock Price Changes,"
Empirical Research in Accounting: Selected Studies, 1971, pp. 119-163.

Newell, Gale E., "Adequacy of Quarterly Financial Data, Financial
Analysts Journal, November-December, 1969, pp. 37-43.

Reilly, F., D, Morgenson, and M, West, '"The Predictive Ability of
Alternative Parts of Interim Financial Statements," Empirical Research
in Accounting: Selected Studies, 1973, pp. 105-124,

Sharpe, William F,, "Captial Asset Prices: A Theory of Market
Equilibrium under Conditions of Risk," Journal of Finance, September
1964.

Sheffe, Henry, The Analvsis of Variauce, John Wiley and Sons,
New York, 1957,

Shillinglaw, Gordon, "Concepts Underlying Interim Financial Statements"
The Accounting Review, April, 1961,

Snedecor, George W,, and William G, Cochran, Statistical Methads,
The Iowa State University Press, Ames, Iowa, Sixth Editdon, 1967,

Taylor, Robert G., "A Look at Published Interim Reports," The
Accounting Review, January, 1965.



